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Preface

In writing this monograph, the aim has been to consider the mechanical
properties of the wide range of materials now available in such a way as
to start with the fundamental nature of these properties and to follow the
discussion through to the point at which the reader is able to comprehend
the significance or otherwise of the large amounts of data now available in
design manuals and other compilations. In short, it is hoped that this
volume will be used as a companion to these data compilations and as an
aid to their interpretation.

In attempting to cover such a wide field, a large degree of selection
has been necessary, as complete volumes have been written on topics which
here have had to be covered in a few pages or less. It is inevitable that not
everyone will agree with the choice made, especially if it is his own subject
which has been discussed rather briefly, and the author accepts full res-
ponsibility for the selection made. The book is written at a level which
should be easily followed by a university graduate in science or engineer-
ing, although, if his background has not included a course in materials
science, some groundwork may be lacking. This omission can easily be
corrected by the use of one of the excellent texts now available,”? in par-
ticular, experience in teaching a one-year master’s degree course in cryo-
genics has shown that volumes 1 and 3 of the series edited by Wulff! are
particularly suitable for this purpose.*

Although this book is entitled “The Mechanical Properties of Materials
at Low Temperatures,” it is in fact impossible to discuss the low-temperature
properties in isolation, as in most cases they must be considered over the
whole range of temperatures below ambient. For example, much equip-
ment designed for use at low temperatures has to be built and tested at
room temperature, and furthermore, the allowable stresses laid down by
most design codes are based on the room-temperature properties of the
materials concerned. Most of the materials likely to be of use in cryogenic
engineering have been included but, despite the superiority of nonmetals
for certain applications, it is a reflection of the major importance of metals
that about 70% of the book is devoted to their deformation and fracture
characteristics. Most plastics suffer from the fundamental disadvantage of

* The references cited in the Preface will be found at the end of Chapter 1.
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viii Preface

undergoing a glass transition at some temperature below which they are
relatively brittle; a few varieties such as PTFE are, however, less seriously
affected and they have proved very valuable in certain applications. Al-
though the science of low-temperature physics developed by using ap-
paratus made of glass, its brittleness made it too delicate for general
engineering use and the major use of glass is now in the form of finely di-
vided fibers which reinforce plastics to produce composites. Such com-
posites are already finding widespread application, especially in situations
where their high strength/weight ratio is advantageous, and the recent
availability of high-modulus carbon fibers is likely to accelerate the transi-
tion to this class of material.

Some indication of the mature state of the science of metallurgy may
be gained from the large number of books which have been written on
almost every aspect of the subject and from the almost overwhelming
amount of data which has been generated. Many metallurgy textbooks®™®
include sections on the behavior of metals at low temperatures, particularly
on the effect of temperature on the fundamental mechanism of plastic de-
formation in crystalline solids.>" There are also a number of excellent re-
views on this aspect of the subject.”* Fracture is also well documented
in books" and reviews,” the work by Tetelman and McEvily® being par-
ticularly worthy of note, as it attempts to bridge the gap which so often
exists between the fundamental, microscopic aspects of the problem and the
practical considerations which must be understood if structures are to be
designed and built free from the risks of catastrophic brittle failure.

Most textbooks and reviews on the properties of plastics* and com-
posites®® deal mainly with their properties at room temperature and above,
although some* have sections on low-temperature properties. Most of the
available data on the low-temperature mechanical properties of all of these
materials is to be found in specialist monographs, conference proceedings,
and review articles. These include some of the special Technical Publica-
tions of the American Society for Testing and Materials,"* while the pro-
ceedings of the annual Cryogenic Engineering Conferences, published as
“Advances in Cryogenic Engineering”,' are a particularly rich source of
information on all aspects of cryogenic engineering. There are also a
number of valuable reviews on the more technological aspects of the cryo-
genic properties of materials,>* although many of them are rather heavily
biased toward aerospace applications. Information on the more general
facets of cryogenic engineering is to be found in a number of text-
books,!"23% % the theoretical and practical aspects of low-temperature
physics are covered in further volumes and journals,?%"® while individual
topics of particular interest are to be found in other monographs in this
series.”>® A recent bibliographical guide to cryogenics and refrigeration®
is also of considerable value.



Preface ix

It is, however, in the “Cryogenic Materials Data Handbook”,* the
UCRL “Cryogenic Data Book”,” the manufacturers’ data manuals,* and in
a series of excellent monographs®>** published by the National Bureau of
Standards that specific data are to be found. These cover most of the availa-
ble alloys in a range of conditions, purities, and heat treatments but, as
we shall attempt to demonstrate in the coming chapters, there are an ex-
tremely large number of variables which can influence the strength, ducti-
lity, and toughness of materials. It is, therefore, often necessary to carry
out tests to measure the required properties of a particular material, and
in chapter 3 the most important methods of determining toughness are
discussed, while in chapter 5 a brief indication is given of the experimental
arrangements used to carry out tensile tests at low temperatures.

In conclusion, I would like to extend my thanks to all those who have
helped in the preparation of this monograph, to Dr. R. A. Farrar for read-
ing the whole of the manuscript and for many helpful comments and crit-
icisms, to Messrs. A. Monroe, F. P. Grimshaw and P. Halford for advice
and criticism on certain of its sections. All sources of figures have been
acknowledged as they occur and I would like to thank all those authors
and publishers who have assisted in this way and to apologize to anyone
whose work has been drawn upon and used without specific acknowledg-
ment. [ would especially like to thank the editor, Dr. K. Mendelssohn,
F.R.S,, for his patience in awaiting the completion of this volume, which
took considerably longer than either of us had anticipated, Mrs. B. Smith
for her efficient typing, my wife, Jill, for her valued assistance in the pre-
paration of the manuscript, and finally my family for accepting the incon-
veniences caused by my involvement in this task.

D. A. WIGLEY

Engineering Materials Laboratory
Southampton University
June 1970
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Chapter 1

Deformation Processes in Pure Metals

When a metal is loaded, the resultant deformation is initially elastic and
the metal returns to its original state as the load is removed. If, however,
the applied load exceeds the yield strength of the metal, it deforms plasti-
cally and the strain so produced is not recoverable when the load is released.
In most metals, the stress necessary to cause plastic deformation increases
with the strain because the material work-hardens, and for over 5000 years
man has used this property to strengthen metals and make them more
suitable for his needs. It is, however, only in the last few decades that the
fundamental mechanisms responsible for these properties have begun to be
understood, and even now there are a number of important details which
remain to be elucidated. For example, the phenomenon of work-hardening
is not yet fully explained.

Much of our present knowledge of the mechanical properties of metals
stems from the study of the microscopic aspects of plastic deformation,
which have revealed its essentially crystalline nature. Perhaps the most
significant advances have come from an understanding of the ways in which
dislocations move, multiply, and interact with each other and with other
features of the crystal lattice, such as impurity atoms, point defects, grain
boundaries, and the free surface of the material. In particular, it is possible
to explain many of the effects of temperature on the deformation and failure
characteristics of metals by its influence on the ease with which dislocations
may move through the various lattice structures. Although some knowl-
edge of these mechanisms should form the basis of any thorough com-
prehension of the mechanical properties of metals, bulk engineering
materials are not specified by their dislocation densities but by parameters
such as their yield and tensile strengths, elongation, and reduction in area.
It is therefore important to be able to correlate these two approaches if the
fullest use is to be made of the wide range of materials which is now
available to a designer. The properties of pure metals will be considered
in this chapter, while impure metals and alloys will be covered in chapter 2.

The present chapter starts with|an introduction to the terminology used
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2 Chapter 1

in describing the various features of the deformation of a specimen in the
uniaxial tensile test, as this is one of the most universal methods of deter-
mining the mechanical properties of a material. Elastic deformation is then
considered briefly before the general aspects of plastic deformation are
discussed, firstly in terms of the microscopic mechanisms involved, and then
in relation to the yield and flow of single crystals and polycrystals. The
effect of temperature on these properties is then considered separately for
metals with the three common crystal structures, face-centered cubic, body-
centered cubic, and hexagonal close-packed. In each case, the behavior of
single crystals is considered first and this is then compared with the charac-
teristics shown by polycrystals. The dislocation structures developed during
deformation are then described, and this section could, if desired, be omitted
by those readers less interested in the fundamental aspects of the problem.
Each section is completed by a short discussion on the effect of temperature
on the familiar parameters used to describe the characteristics of engineering
materials, while in section 1.7 the main characteristics of these three classes
of metal are compared and summarized.

Although creep is only important as a mode of failure at high temper-
atures, its study at low temperatures reveals details of the fundamental
processes which control plastic deformation in metals and these are dis-
cussed in section 1.8. The chapter concludes with a brief indication of
the relevance of recovery processes to the deformation of metals at low
temperatures.

1.1. GLOSSARY OF TERMS RELEVANT
TO THE TENSILE TEST

Many specialized tests have been devised to measure the suitability of a
material for service under particular combinations of applied stress, tem-
perature, strain rate, and other relevant variables. The uniaxial tensile test
is still, however, the most widely used measurement of the mechanical
properties of a material. There are a number of ways in which the results
of these tests may be presented, and confusion can arise if the meanings of
the various terms involved are not clearly understood: it is hoped that
this short section will help to clarify the situation.

The engineering stress o is the ratio of the instantaneous load on the
specimen P to its original cross-sectional area 4, i.e.,

o=2L (1.1)

4,
The central uniform portion of a specimen between two reference marks
is the gauge length I,, and the engineering strain ¢ is the ratio of the
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instantaneous increase in length of this section, Al = [ — [, to the original
length 1, i.e.,

e = al (1.2)

A typical engineering stress-strain curve for a ductile metal is shown in
Fig. 1.1. The relation between stress and strain is linear up to the elastic
limit, the constant of proportionality being Young’s modulus, E = o/e.

Up to the elastic limit, the strain is fully recoverable on removal of
the applied stress; beyond this point, permanent plastic deformation occurs.
In some metals, the transition between elastic and plastic deformation
occurs quite sharply and it is possible to define a unique yield stress o,. In
many cases, including the one illustrated in Fig. 1.1, transition from elastic
to plastic deformation takes place so smoothly that it is impossible to define
a unique yield stress from macroscopic strain readings. On a microscopic
scale and with sensitive strain-measuring equipment, it is, however, possible
to detect the onset of plastic yielding at the microyield stress, which is the
stress required for a strain of 107>,

For practical purposes, we require a less-sophisticated and more readily
reproducible value for the yield process, and this need is satisfied by the
definition of the “proof” stress (also known as the “offset yield” stress).
Defined as the stress required to produce a certain degree of permanent
plastic strain, usually 0.1, 0.2, or 0.5%, it is often determined in practice
as shown in Fig. 1.2. A line is drawn from the relevant strain, say 0.2%,
parallel to the elastic loading line until it intercepts the stress~strain curve.
The 0.2% proof stress is then read off from the ordinate.

40 T T T T T
2024, Proof.
a0} Utimate tensile strength ] " 10 Stress /i
o) H
P e i
e ol !
x [ ¢ _Microyield
‘@ 20F < ¢ stress
2 : g € L elastic limit
2 i g I
<4 . ; : v 4 !
& 10bfe.--Uniform Elongation._o = o 1 ‘"
Total Elongation | ¥ < -
Yield Strength ng 5 2 F Slope ¢ = E
N N .
o 10 20 30 40 50 O 02040608 10 1.2
Strain, percent Strain , percent
Fig. 1.1. Engineering stress-strain curve for a Fig. 1.2. Elastic and initial stages
typical ductile metal such as copper. of plastic deformation shown en-

larged to illustrate the method of
determining the 0.2% proof stress.



4 Chapter 1

In most tensile tests, the crosshead is driven at a constant strain rate
and the stress developed in the specimen is measured as the dependent
variable. Most metals have the capacity to work- or strain-harden and the
stress needed to produce further plastic deformation increases as the plastic
strain increases. The strain-hardening rate decreases with increasing strain
until it is zero at the ultimate tensile strength (UTS, sometimes called simply
the tensile strength TS), where the engineering stress is at a maximum. At
this point, a neck starts to develop in the specimen because the metal can no
longer strain-harden rapidly enough to compensate for the decrease in cross-
sectional area. Further plastic deformation becomes concentrated in this
localized region and the engineering stress decreases with increasing strain.

Fracture occurs at the fracture stress o, which is lower than the
ultimate tensile stress. The reduction in area RA is defined as the ratio of
the minimum cross-sectional area at fracture, 4, to the original cross-
sectional area, 4,, i.e.,

RA = 4 (1.3)

Ao

The fracture strain, ductility, or fracture elongation is the amount of plastic
strain produced before fracture and is thus the total strain measured at the
instant of fracture minus the elastic strain. As, however, the elastic strain
is typically a few tenths of 1%, while the plastic strain is a few tens per
cent, the elastic strain is usually neglected and the total strain is used to
represent the ductility. This is often measured by fitting together the two
fracture halves and comparing the final value of the gauge length /;, to the
original value /,. Until necking starts, plastic deformation usually occurs
uniformly along the specimen, and the uniform elongation is the amount of
plastic strain occurring prior to the ultimate tensile stress.

During elastic deformation, there is a small change in volume of the
specimen, but during plastic deformation, the volume remains constant.
Thus, 4y, = A;l;, where A; and [, are the instantaneous values of cross-
sectional area and gauge length, respectively. In the definition of engineer-
ing stress, this decrease in cross-sectional area is neglected and a more exact
description of the stresses developed in a sample is obtained from the de-
finition of the true stress o,. Thisis defined as the ratio of the load to the
instantaneous minimum cross-sectional area supporting the load, i.e.,

i
4,

gr = (1.4)
This definition of true stress accurately describes the stress in the necked
region of the specimen, and it can be seen from Fig. 1.3 that the true stress
increases right up to the instant of fracture, when its value is the zrue
fracture stress.
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T T T T

True fracture stress
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Fig. 1.3. True stress-strain curve for a
ductile metal such as copper, showing true
stress increasing continuously to fracture.
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Fig. 1.4. Schematic stress-strain curve
for mild steel, illustrating sharp yield
phenomena.

True strain, sometimes known as natural elongation, may be defined
in two ways. In the first, it is the definite integral of the ratio of an incre-
mental change in length to the instantaneous length of the sample,

i
e — j a (1.5)
19 1
On integration, this gives
e = 1n<—lL> (1.6)
ly

where /; is the instantaneous length minus the small amount of elastic strain
present. This definition is not valid after necking commences, and the
second definition of true strain is needed, viz.

e = 1n<ﬁ{1>
4,
A; being the instantaneous minimum cross-sectional area. As the second
definition of true strain is valid over the period of plastic deformation from
yield to fracture, it is generally preferred.

The true-stress-true-strain curve shown in Fig. 1.3 is known as a flow
curve and the stress for a particular strain is the flow strees. The initial
flow stress is that stress required to initiate plastic deformation and is thus
a synonym for yield stress. An important quantity also shown in this figure
is the toughness of the material. This is a measure of the energy absorbed
prior to fracture,

S ¢ orde

£0

(1.7)

and is given by the area under the flow curve.
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As we shall see later in this chapter, plastic deformation in crystalline
materials occurs by a shear mechanism and many results are presented in
terms of shear-stress-shear-strain curves. Occasionally, materials are tested
in such a way that values of shear stress and shear strain are obtained directly
by measurement. In many cases, however, single crystalline specimens are
tested in tension or compression and then the resolved shear stresses and
strains are calculated from the geometry of the slip processes. Plastic yield
occurs when the critical resolved shear stress is first exceeded on one of the
possible slip systems. In the elastic region, the shear modulus G is the ratio
of shear stress to shear strain.

In some metals, e.g., mild steel, yield occurs so suddenly that there is
a sharp yield drop in the stress—strain curve as shown in Fig. 1.4. A small
amount of plastic strain precedes the upper yield stress but macroscopic
strains only occur after the stress has dropped to the lower yield stress. A
period of yield elongation usually follows in which plastic deformation
occurs at a more or less constant stress. This inhomogeneous deformation
starts at a point of stress concentration, often near the grips, and propagates
through the rest of the specimen. Its progress is accompanied by the for-
mation of striations on the surface known as Luders bands or stretcher
strains, and once the deformation has propagated completely through the
specimen, normal strain-hardening commences. The occurrence of sharp
yield phenomena usually depends on the locking of dislocations by impuri-
ties and is discussed in more detail in section 2.4.

1.2. ELASTIC DEFORMATION

In metals and other crystalline solids, elasticity has its basis in the
interatomic forces which act to restore displaced atoms to their equilibrium
positions, and, as these forces are derived from strong primary bonds, the
elastic moduli are high. In contrast, weaker, secondary bonds are responsi-
ble for the restoring forces in noncrystalline solids, the moduli are cor-
respondingly lower, and there is often a nonlinear relationship between
stress and strain.

A perfect crystal should theoretically show recoverable elastic strains
of up to a few per cent, values of ~5% having in fact been found for
whiskers which are minute, almost perfect, single crystals. In most metals,
however, elastic behavior is limited to strains of about 0.1% by the onset
of permanent plastic deformation. A further consequence of the crystalline
nature of metals is that atoms are more closely packed in some directions
than others: for example, the interatomic spacing along the body diagonal
({111} direction) of a fec lattice is smaller than that along a cube edge
(100} direction). As stronger restoring forces act at smaller interatomic
spacings, Youtnig’s modulus islargest along the most closely packed direc-
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tions, and hence in single crystals elastic moduli are anisotropic, e.g., in
fcc lead crystals, Equ,/Eqey = 3. In asymmetrical lattices, such as the
hexagonal-close-packed structure, this ratio can be even larger, e.g.,
E | pexagonal axis! Ejhexagonal axis = 4 for zinc crystals. In a polycrystal, the experi-
mentally determined modulus represents an average of the moduli of the
individual grains, and if these are small and have completely random
orientations, the metal behaves isotropically. The measured moduli and
those calculated from an average of the values obtained from single crystals
usually agree to within about 10%. The exact degree of agreement depends,
however, on the assumptions made in the averaging process, in particular,
whether the stresses or the strains are assumed to be equal in all grains,®
and on the practical difficulties involved in ensuring a completely random
distribution of orientations.

There are three main factors which influence the elastic constants of
metals: temperature,” chemical purity,®> and the degree of prior cold-
working.® The effect of temperature on the moduli is closely related to
its influence on the expansion coefficient. A metal contracts as the tem-
perature falls because the anharmonic vibration of its atoms about their
mean positions causes a decrease in the interatomic spacing: this in turn
strengthens the restoring forces and leads to an increase in the moduli. In
general, it is found that most of this increase occurs as the temperature
falls to ~@/3 (0 is the Debye characteristic temperature) and that, as ab-
solute zero is approached, the moduli become independent of temperature
as required by the third law of thermodynamics. As 6 for many common
metals is above 200°K, it follows that their moduli vary little below liquid-
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Fig. 1.5, Temperature dependence of the combined adiabaticelastic constants of a copper
single crystal (Overton and Gaffney%4).
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nitrogen temperature. This behavior is illustrated for single crystals of
copper in Fig. 1.5, where the combined adiabatic elastic constants (¢;; +
¢ + 2¢4) /2 are shown® as a function of temperature in the range 0~300°K.
Between 300 and 120°K, the moduli increase by about 0.03% /deg and, as
this value is typical of many metals, it may be used for the rough calcula-
tion of low-temperature moduli if only their room-temperature values are
known.

There are two important mechanisms by which cold-work can reduce
the elastic moduli of metals. They may develop an oriented structure which
favors one of the low-modulus crystallographic directions, such as the {111)
in fcc metals, this effect being strongest in heavily rolled sheets, while a
further 1% of the decrease can be ascribed to the presence of the point
defects produced during deformation. These defects increase the effective
equilibrium spacing of the atoms, thus reducing the strength of the atomic
restoring forces and lowering the moduli. Impurity atoms can either in-
crease or decrease the moduli, depending upon the relative importance
of the following three factors:

(1) Solute atoms can alter the interatomic spacings and this can
affect the moduli as described above.

(2) As dislocations that are free to move through a crystal lower its
moduli, solute atoms that can pin these mobile dislocations prevent this
reduction.

(3) The atomic bonds between solvent and solute atoms may be
stronger than those between like atoms and, under these circumstances,
alloying will increase the moduli.

On a macroscopic scale, the presence of hard second-phase particles in
aluminum alloys has been found® to increase their moduli by up to 30%
and one explanation for this increase is based on the barriers to dislocation
movement caused by the hard particles. It is, however, also possible that
the effective modulus is a weighted average of the moduli of the hard
particles and the softer matrix, a situation analogous to that found in the
fiber-reinforced composites discussed in section 4.5. In contrast, the presence
of second-phase particles or precipitate zones in aluminum-copper and
aluminum-silver alloys seems to have no effect on the temperature depen-
dence of their moduli, which is the same as that found for pure aluminum.®

So far, we have assumed that maximum elastic strain is developed at
the instant of maximum applied stress. In some cases, this is not true and
the strain lags behind the stress, and under these conditions the deformation
is said to be anelastic. Furthermore, if the material is subjected to cyclic
loading, the lag of strain behind stress leads to a dissipation of energy and
damping known generally as “internal friction.” One of the most important
dissipative processes in metals is due to the vibration of short lengths of
dislocation whose ends are pinned by impurity atoms or other defects, and
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it is, in principle, possible to obtain from internal-friction measurements
an important insight into the interactions between the crystal lattice and
impurities, dislocations, and other defects. In practice, however, the value
of such experiments is reduced because of the difficulty frequently found
in obtaining an unambiguous interpretation of the experimental results.

Accurate values of the elastic constants over a wide range of tempera-
tures are often needed, as they enter into theoretical expressions for the
specific heat and other physical properties (see section 6.5). For practical
purposes, the rule of thumb that a 1°K decrease in temperature increases
the moduli by about 0.03% is usually adequate for obtaining low-tempera-
ture values when only room-temperature data are available, while if more
accurate values are needed they are best obtained by direct measurement
on the metal to be used, as it is possible that differences in purity or texture
could cause the moduli to deviate from the published values.’>®

1.3. GENERAL ASPECTS OF PLASTIC DEFORMATION
IN METALS

1.3.1. Microplasticity

Once the elastic limit of a metal has been exceeded, permanent plastic
deformation takes place. One of the most important characteristics pos-
sessed by ductile metals is the ability to undergo considerable plastic
deformation before failure and this enables applied stresses to be redistri-
buted evenly over the whole of a structure, with the consequent avoidance
of the localized stress concentrations which are conducive to failure. Metals
in general, ductile ones in particular, are weaker in shear than in tension
or compression, and yield takes place by plastic shear, or slip of one crystal
plane over another. This slip does not occur randomly but takes place
most readily on certain planes and in specific directions. The combination
of a particular slip plane and direction is called a slip system and the most
common systems are those which require the lowest stress to produce slip.
These are given in Table I for the common lattice structures.

Slip is found to occur preferentially on the most closely packed planes
and in the most closely packed directions, but if slip on these planes is
constrained, other, less closely packed planes become active. Thus, for
example, in hcp zine, slip occurs most readily on the basal plane (a) and
less readily on the prismatic (b) or pyramida! planes (c). Once slip on the
basal planes is restricted, either the other slip systems must function, or
further modes of plastic deformation such as twinning must operate if
plastic deformation is to continue. If such alternative modes of deforma-
tion are not available, the flow stress rises above the cleavage stress and
brittle fracture follows.
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Table I. Slip Planes and Direction for the Common Lattice Structures

. . i . Number of
Lattice Slip plane Slip direction systems Examples
fce {111} {110 4X3=12 Cu, Ag, Al, etc.
hep (a) {0001} {1120) 1X3= 3 Zn, Mg, Ti
(b) {1010} {1120} 3X1= 3 Ti
(c) {1011} {1120) 6X1= 6 Ti, Mg
bee (a) {110} 111 6xX2=12 Fe, Mo
(b) {211} 1) 12xX1=12 Fe
(c) {321} 111y 24 X 1 =24 Fe

Slip in fec lattices always takes place on one of the twelve {111} <110}
systems. In bcc metals, the most important system is the {110} {111}, but
wavy slip lines are also commonly observed on the {211} and {321} planes,
suggesting that slip either occurs simultaneously on several {110} (111>
systems or that the other slip systems are active. In contrast to the wavy
slip observed in bee lattices, slip lines are usually straight in hep and fec
metals. Although slip is the most common mode of plastic deformation
in metals, twinning becomes important in bcc and hep metals, especially
at low temperatures. Twinning, which is always preceded by some slip, is
a discontinuous process whose occurrence is usually indicated by load drops
on the stress-strain curve and sometimes by an audible “clicking.”

The distinctive yield, flow, and fracture characteristics of fec, bece, and
hcp metals can be attributed basically to the different microscopic defor-
mation systems which operate in the various lattice structures. One common
factor is that deformation commences when the resolved shear stress for a
slip system first exceeds a critical value 7, (the critical resolved shear stress,
crss), and it has been found! that 7, is more or less constant for a given
metal tested under reproducible expefimental conditions. It may therefore
be considered as a fundamental mechanical property reflecting the basic
mode of plastic deformation by shear of one plane of atoms over another.
A study of the influence on 7, of such parameters as purity, temperature,
strain rate, and other testing variables might thus be expected to yield
important information on the mechanical properties of metals. Typical
values for the critical resolved shear stress of the three main metallic crystal
structures over the temperature range 0-500°K are shown in Fig. 1.6: the
exact values of 7, depend on the physical and chemical purity of the
material, and banded values are therefore given. The large difference be-
tween the critical resolved shear stresses of, say, the fcc and bec metals are,
however, of a much more fundamental nature.

If the theoretical shear stress of a metal is calculated by finding the
stress needed to shear one plane of atoms over another, a value of approxi-
mately 1/30 shear modulus is'obtained. As the shear modulus of the fec
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Fig. 1.6. Typical values for the critical resolved shear stresses of metals with the three
principal crystal structures.

metals whose crss is shown in Fig. 1.6 is of the order of 6 to 10X 10* psi,
their theoretical shear strengths are about 2 X 10° psi. However, their
measured shear strengths can be seen from Fig. 1.6 to be closer to 40 psi,
and thus the observed strength of metals fall considerably short of the
theoretical predictions. The concept of dislocations in a crystalline solid
was originally proposed independently by Orowan,*® Polanyi,® and Taylor™
to resolve this discrepancy—much lower stresses being required to move
these line defects through a crystal than to shear one plane of atoms over
another—and the characteristic properties of dislocations have since been
used to explain many of the mechanical and physical properties of crystal-
line materials. Modern theories of the deformation of metals are based on
the movement of dislocations and their interaction with other dislocations,
impurity atoms, grain boundaries, etc., and more or less detailed treatments
of their properties can be found in the textbooks on materials listed at the
end of this chapter.™"
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The movement of one dislocation along its slip plane and out of the
crystal produces a slip step about 3 X107 cm high on its surface, but to
produce experimentally observed amounts of strain, which are typically
many per cent, a vast number of such movements are required—far more
than can be produced by the motion of dislocations preexisting in the
crystal. A source of new dislocations is needed, and this is thought to be
provided by sources such as that described by Frank and Read™ in which
a short length of edge dislocation is pinned at either end and able to gener-
ate a series of fresh dislocation loops once the applied stress exceeds a
certain value.

One of the most important characteristics possessed by metals is their
ability to strain-harden, or become stronger as they deform. Although the
detailed theory of strain-hardening is not yet complete, it is clear that the
movement and interaction of dislocations play a fundamental role in this
process. If the dislocations generated by a source are unable to move freely
along their slip plane, a higher stress is necessary to produce and move
further dislocations. As the stress increases, more sources come into opera-
tion, the dislocation density gets higher, and an increasing number of
interactions occur to form sessile dislocations. These in turn act as bar-
riers to the motion of other dislocations and, as the density of dislocations
increases, their movement becomes more difficult and higher applied
stresses are needed to continue deformation.

Modern metallographic techniques, in particular electron microscopy,
have made it possible to observe and identify many of the dislocation
mechanisms occurring during the deformation of metals. Furthermore, it
has been found possible to correlate these mechanisms quite closely with

the main stages of strain hardening shown by single crystals of metals of
all three common lattice structures.

1.3.2. The Generic Tensile Stress—Strain Curve for Single Crystals

It is now recognized that the most general form of shear-stress—shear-
strain curve generated during the tensile deformation of single crystals has
three distinct stages of strain hardening. The extent and importance of
each of the three stages varies with the crystal structure, temperature,
purity, strain rate, and other testing conditions, and under certain circum-
stances one or more of these basic stages may be completely suppressed.
Figure 1.7 shows" schematically a typical three-stage curve for a pure fcc
single crystal and defines the relevant work-hardening parameters. Although
the exact nature of the dislocation processes responsible for the various
stages of deformation depend on the lattice structure of the metal concerned,
it is possible to make a few generalizations.

In suitably oriented crystals, slip initially takes place when the crss,
7Ty, is exceeded on a single slip systeml Sources needing the lowest applied
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stress operate first and their dislocations glide over large distances before
becoming obstructed. Many are, in fact, able to reach the free surface and
form slip steps. During this “easy glide” or stage 1 hardening region, the
dislocation density is low (~10" lines/cm) and the strain-hardening rate
0 has a constant value of about 10™* G (G is the shear modulus). The
actual value of 6, depends on the crystal orientation, some orientations
being “harder” than others. (See, for example, the variation in initial
strain-hardening rates of the copper single crystals in Fig. 1.8).

Seeger™ attributes stage I hardening to long-range interactions between
dislocation loops on separated primary slip planes. These interactions re-
duce the average distance moved by dislocations before becoming ob-
structed, and increase the stress needed to move them. A second factor
which increases the applied stress necessary to continue deformation is the
rotation of the crystal axes and a consequent reduction in the resolved shear
stress.

Eventually, the crss is exceeded on a second slip system and multiple
slip commences. Dislocations moving on intersecting slip systems are now
able to react and form barriers, such as Lomer-Cottrell locks,”” which
hinder the passage of further dislocations down the intersecting slip planes.
This leads to a much more rapid rate of strain-hardening known as stage
IT or the “linear hardening” region, with 6 having a value of ~3 X 1073G.
The dislocation density also increases rapidly during stage Il hardening,
reaching values of about 10"-10" lines/cm.

At the end of stage II, the flow stress has risen to such a high value
that dislocations are able to bypass obstacles on their slip plane by cross-
slip onto other, parallel slip planes. Two processes thus occur simultane-
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Fig 1.7. Idealized stress-strain curve for a pure fcc single crystal, showing the three
basic stages of work-hardening (after Mitchell*!).
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ously during stage III deformation; strain hardening due to the pile up of
dislocations behind barriers, and recovery due to cross-slip past these bar-
riers. The resultant strain-hardening rate reflects a balance between these
two processes: 0y decreases continuously with increasing strain and tends
to zero unless fracture intervenes. Stage III is often known as the parabolic
hardening region, from the shape of the stress—strain curve.

1.3.3. Yield and Plastic Deformation in Polycrystals

Although the fundamental processes occurring during plastic deforma-
tion are most readily identified in single crystals, structural materials are
invariably polycrystalline and it is important to see how well the results
obtained from single crystals can be applied to polycrystals. In a poly-
crystalline matrix, the grains have a range of orientations with respect to
the tensile axis, and the elastic anisotropy mentioned in section 1.2 causes
the stress to be concentrated in those grains that have their maximum
elastic modulus parallel to the tensile axis. Dislocation sources operate
first in these grains, but the dislocations produced are unable to move far
before they are obstructed by nearby grain boundaries. Other sources
needing higher applied stress then become effective until their dislocations
in turn become blocked. This sequence of production and grain boundary
obstruction of dislocations results in an extremely rapid form of strain-
hardening which occurs during the microstrain region of plastic deforma-
tion. Yield in polycrystals thus takes place successively in one grain after
another and, in the absence of one of the impurity-locking mechanisms to
be considered in section 2.4, it is difficult to define a unique yield stress,
there apparently being a smooth transition from elastic to plastic deforma-
tion. (For practical purposes, this ambiguity is removed by the definition
of proof stress as described in section 1.1).

As the yield process is strongly affected by the distance a dislocation
moves before it is blocked by a grain boundary, it is reasonable to expect
the yield stress to be some function of the grain size. The Hall-Petch
equation’™" gives such a relationship,

o =o0; + Kd™'? (1.8)

where ¢ is the yield or proof stress; ; is the friction stress, which is constant
for a given metal, purity, and temperature; K is a further constant; and d
is the grain diameter. This relationship, which holds for a number of
ferrous and nonferrous metals and alloys, indicates that a fine-grained metal
will have a higher yield stress than a coarse-grained one, with the limiting
case being that of a single crystal.

In addition to their strong influence on the initial yield, grain boun-
daries also play a decisive part in the subsequent plastic deformation and
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strain hardening of polycrystals. Von Mises” has shown that a minimum
of five independent slip systems are required for a crystalline solid to deform
without change in volume, a condition necessary in a polycrystal in order
that each grain remains coherent with its neighbors. Thus, multiple slip has
to occur right from the onset of plastic deformation and there can be no easy
glide region in polycrystals. (Yield elongation, in which there is a large
plastic strain at constant stress, is due to a different mechanism and is con-
sidered in section 2.4).

A further example of the influence of grain boundaries in enforcing
multiple slip is found in the variation of initial strain-hardening rate with
grain size, the finest-grained material having the highest strain-hardening
rate. These effects are illustrated in Fig. 1.8,° where true-stress—true-strain
curves are shown for single crystals and polycrystals of copper deformed
at room temperature. It can be seen that the yield stress of the fine-grained
polycrystal is higher than that of the coarse-grained one, which is in turn
higher than that of the single crystals. The initial linear strain-hardening
rate of the polycrystals is slightly higher than that of stage I deformation
in single crystals, probably because slip is more complex in polycrystals.

Once deformation by multiple slip becomes well-established, the pile
up of dislocations behind Lomer-Cottrell barriers becomes the controlling
factor in determining the strain-hardening rate, the effect of the grain
boundaries diminishes, and the strain-hardening rates of single crystals and
polycrystals become very similar. After a few per cent plastic deformation,
the strain-hardening rate starts to decrease and the true stress—strain curve
assumes a characteristic parabolic shape. This is analogous to stage III
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Fig. 1.8. True stress-strain curves for single crystals of various orientations and poly-~
crystals with a range of grain sizes (McLean®).
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deformation in single crystals, which, as we saw in the previous section, is
controlled by dislocation cross-slip. Cross-slip, especially in fcc metals, is
a thermally activated process which occurs more readily at high than at low
temperatures, and thus the temperature of deformation is an important
factor in determining the extent of strain-hardening in metals.

The three principal stages in the response of a metal to an applied
stress are the initial yield, the subsequent strain-hardening, and the final
mode of fracture. The first two of these will be considered in detail in the
test of this chapter and chapter 2, the third in chapter 3.

1.4. THE EFFECT OF TEMPERATURE ON THE YIELD
AND FLOW OF PURE
FACE-CENTERED-CUBIC METALS

1.4.1. Single Crystals

The three distinct strain-hardening stages discussed generally in section
1.3.2 are most readily shown by single crystals of pure fcc metals tested at,
or below, room temperature. The effect of temperature on the various
stages of deformation is illustrated in Fig. 1.9 for single crystals of copper™
and nickel” favorably oriented for single slip. Between them, these two
metals demonstrate the most important changes which result from a decrease
in temperature. They may be summarized thus: As the temperature is
lowered, the following occur:

(a) The Critical Resolved Shear Stress v, Increases Slightly. 1t is a funda-
mental characteristic of all pure metals with an fcc lattice structure that the
yield stress is only slightly influenced by the temperature. In general, a
decrease in temperature increases the yield stress, but some metals show no
change and others even a slight decrease.
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(b) Stage I Is Increased in Extent while the Strain-Hardening Rate 6,
Remains Unchanged. The increase in extent of stage I, which is most
noticeable in the case of nickel, is associated with the increase in critical
shear stress mentioned above and t, is not only raised on the primary slip
system but also on the various secondary systems. As 6#; is unchanged,
larger strains are necessary to raise the flow stress to a value high enough
for the critical shear stress to be exceeded on a secondary slip system. Thus,
the multiple slip which characterizes stage II commences at higher strains.

(c) The Strain-Hardening Rate of Stage II, 6y, Is Unchanged. The high
value of 0y is believed to be caused by a rapid increase in the stress needed
to move dislocations down the primary slip planes once they start to become
obstructed by obstacles. The temperature independence of ;; indicates that
neither the rate of formation of these barriers nor the rate at which dis-
locations pile up against them is dependent on temperature.

(d) The Onset of Stage III Is Raised to Higher Stresses and the Strain
Hardening Rate 0y Is Increased. The decrease in 0y below the value of 6y
is due to a recovery mechanism which allows the barriers formed in stage
II to be broken or avoided in stage III. It is generally agreed that the re-
covery mechanism involved is cross-slip, a thermally activated process which
becomes more difficult as the temperature is decreased: hence, the delayed
onset of stage IlI and higher strain-hardening rate 6y at low temperatures.

Another factor which has a strong influence on cross-slip is the
stacking-fault energy of the metal. The higher the stacking-fault energy,
the smaller the separation of the two partial dislocations and the easier it
is for them to recombine and allow cross-slip. Thus, at a given temperature,
a lower stress is needed for recombination in a metal with a high stacking-
fault energy: according to Seeger,” the necessary shear stress 7 is given by
the equation

where b is the Burgers vector, n is the number of dislocations in the pile-
up, and 7 is the stacking-fault energy. Furthermore, the higher the stacking
fault energy, the lower the temperature at which cross-slip is possible and
the lower the temperature at which stage Il hardening commences. This
is illustrated in Fig. 1.9. In the case of copper deformed at 4.2°K, stage II
continues until fracture, while in nickel, which has a higher stacking fault
energy than copper, there is a stage III region at 20°K. Similarly, stage 11
is more extensive at room temperature in copper than in nickel due to the
earlier onset of cross-slip and stage I1l in nickel, while in aluminum, which
has a still higher stacking-fault energy, stage II is almost completely sup-
pressed and stage I merges into stage III.
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1.4.2. Polycrystals

In section 1.3.3, the correlation between the various stages of plastic
deformation in single crystals and polycrystals was discussed in general
terms without reference to any specific lattice structure. If the linear strain-
hardening in polycrystals is identified with stage II deformation in single
crystals and parabolic hardening with stage Ill, we find the influence of
temperatures and stacking-fault energy shown by single crystals of fcc
metals to be followed in their polycrystals. Metals with high stacking-fault
energy, such as aluminum, exhibit parabolic strain-hardening throughout
plastic deformation at room temperature, linear strain-hardening only be-
coming significant as the temperature is lowered toward 77°K. In contrast,
a period of linear strain-hardening precedes parabolic hardening at room
temperature in metals of lower stacking-fault energy, such as copper.

Despite the strong influence of grain boundaries on the yield stress and
the initial stages of plastic deformation, it is the creation and relief of
dislocation pile-ups which mainly determine the nature and extent of strain-
hardening in metals. Thus, much information on the dislocation process
occurring during plastic deformation can be obtained from polycrystalline
specimens and the extra effort involved in the preparation and handling
of single crystals can often be avoided.

1.4.3. Dislocation Structures

During the last two decades, much effort has been expended in trying
to understand the detailed nature of the dislocation mechanisms and struc-
tures developed during the plastic deformation of metals. There is now
fairly general agreement on the main outlines of a theory, especially for
fcc metals, although there is still a considerable amount of dissension on
many points of detail.

Much of the information on dislocation structures has been obtained
using the technique of thin-film transmission electron microscopy. Qualita-
tively, it has been found that, after about 1% strain, dislocations start to
tangle and arrange themselves into a cellular structure with the majority
of the dislocations lying in the walls of the cells. With increasing deforma-
tion, the cell structure becomes more pronounced, the dislocation density
increases, and the cell size decreases; typical cell sizes are about 1-2 ym
after 10% strain. In metals of low stacking-fault energy, cells tend to be
smaller than in those where such energy is high, while for a given strain,
the cell size decreases as the deformation temperature is lowered.

Quantitatively, it has been found that there is a linear relationship
between dislocation density p and strain e: p = 2 X 10". The given
constant of proportionality is that for polycrystals of Cu and Ag; for single
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crystals, it is two or three orders of magnitude lower. It has also been found
that the dependence of flow stress on dislocation density is of the form

T = aGbp™"*

where G is the shear modulus, b the Burgers vector, and « is a constant
which has the value 0.5 for many metals.* Similar relationships have been
shown to exist connecting flow stress, cell size, and dislocation density.

It thus appears that the flow stress in fcc metals depends principally
on the dislocation density, the shear modulus and the size of the cell struc-
ture developed by the dislocations after a certain amount of strain, and the
temperature. Itisimportant to separate the two main factors which control
the flow stress, and these are (a) the effect of temperature, etc. on the flow
stress of a given strained structure, and (b) the different structures produced
by a given strain at various temperatures. To assist in isolating these two
effects, it is convenient to separate the flow stress into three components:
(1) a thermal component z* which is a function of the temperature T and
strain rate ¢, (2) an athermal component 7z which depends on temperature
only through the shear modulus G, and (3) the grain size component Kd~'/?
of the Hall-Petch relationship, equation (1.8).

Thus, we have effectively split the friction stress z; into thermal and
athermal components t* and 7;. In terms of dislocation theory it is pre-
sumed that the thermal component z* is associated with short-range ob-
stacles or stress fields less than ~10 Burgers vectors in extent, where thermal
fluctuations can provide the energy to overcome these obstacles. In relatively
pure, metals, these include the Peierls—Nabarro stress, forest dislocations,
resistance to cross-slip of screw dislocations, and impurity atoms. The
athermal component 7 is presumed to relate to long-range obstacles or
stress fields, and thermal fluctuations are unable to provide enough energy
to overcome these barriers. Typically, they include large precipitates, dis-
locations on intersecting or parallel slip planes, and large jogs.

A convenient way of separating the thermal and athermal stress com-
ponents is to carry out differential tensile tests in which the temperature
or strain rate is changed during deformation. Typically, a specimen is
strained at one temperature 7,. The temperature is then changed, and
after thermal equilibrium has been established, the flow stress 7, is deter-
mined by a small deformation at the new temperature 7,. The temperature
is then returned to T;, the specimen restrained, and the flow stress 7,
redetermined. These measurements determine the flow stresses at tempera-
tures T and T, for the same strain and hence the same dislocation structure.
By repeated cycling between T; and T, the temperature dependence of the
flow stress can be obtained for a range of dislocation structures.

f Some authors use g for the shear modulus and 7, for the athermal component of the
flow stress.
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Cottrell and Stokes® first showed that for fcc metals the ratio of the
flow stresses at two temperatures is almost independent of strain after the
first few per cent of plastic deformation, i.e., 77, /7, = K. It also follows
that ¥/t is also constant and independent of the strain, which illustrates
that there is a close relationship between the densities of short-range and
long-range obstacles. Subsequent investigations have shown that the
Cottrell-Stokes “law” is obeyed for many fcc metals in both single-crystal
and polycrystalline form, and that it holds for changes in strain rate ¢ as
well as in temperature. Aseven the athermal part of the flow stress depends
slightly on temperature through the temperature dependence of the shear
modulus, it is usual to divide the flow stress by the appropriate value of
the shear modulus. The temperature dependence of this modulus-corrected
flow stress is then shown by referring the flow stress to its extrapolated value
at 0°K and plotting this ratio (¢t7/G7)/(zo/Go) as a function of T as shown
in Fig. 1.10.*

Two important features are shown in this diagram. First, the flow
stress ratio is relatively insensitive to changes in temperature and thus the
athermal component of the flow stress 7¢ is larger than the thermal com-
ponent t*. The almost complete temperature independence of the flow
stress ratio above ~200°K indicates that the short-range obstacles which
give rise to =¥ have been completely overcome and the flow stress is con-
trolled entirely by the long-range obstacles responsible for z;. Below
~200°K, it becomes increasingly difficult for thermal fluctuations to provide
enough energy to enable dislocations to overcome the short-range obstacles
and t* becomes more significant.

Second, the temperature sensitivity of the flow stress ratio increases in
the order Ag, Cu, Ni, Al, which is also the order of increasing stacking-fault
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Fig. 1.10. Temperature dependence of the flow stress ratio of some fcc metals (Mitchell#!).
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energy. We saw earlier when considering stage III deformation in single
crystals that the higher the stacking-fault energy, the easier it was for cross-
slip to occur and the lower the flow stress associated with a given strain
[see equation (1.9)]. Both of these effects follow from the fact that cross-
slip is a stress-aided, thermally activated process in metals.

Once it is recognized that plastic flow is a thermally activated process
at low temperatures, it is possible to determine the rate-controlling mecha-
nisms from the temperature and strain-rate dependence of the thermal
component of flow stress t¥. It can be shown®® that the strain rate ¢ is
given by & oc ve #/¥T where v is the frequency factor, H the activation
energy, and T the absolute temperature. By carrying out creep tests in
which the stress or temperature is changed during deformation, or tensile
tests in which the strain rate or temperature is changed, it is possible to
obtain experimental values of H, v, and a further derived quantity ¥, known
as the activation volume. These experimental values may then be com-
pared with the values calculated for different dislocation mechanisms. The
detailed mechanisms responsible for * and 7 have not yet, however, been
resolved. This is partially a result of the difficulty in making the theoretical
calculations but is also due to the fact that the experimental results are
often compatible with several different dislocation mechanisms.

1.4.4. Engineering Parameters

Having considered in some detail the microscopic mechanisms respon-
sible for plastic yield and flow in pure fcc metals, it is appropriate to
see how far these are reflected by the parameters obtained from conven-
tional tensile tests. In Fig. 1.11,% a series of simple engineering stress-strain
curves are shown for annealed polycrystalline O.F.H.C. copper tested in
tension at 300, 195, 76, and 20°K. The following points should be noted.

(a) The yield strength is virtually unaffected by a change in deforma-
tion temperature.

(b) The ultimate tensile stress (UTS) increases significantly as the
temperature falls,

(c) The uniform elongation increases at low temperatures and failure
is always ductile.

The higher values of tensile strength and uniform elongation arise
from the thermal nature of cross-slip. At low temperatures, cross-slip be-
comes more difficult and high work-hardening rates extend to greater strains.
The material is thus able to strain-harden enough to compensate for a
greater decrease in cross-sectional area, the formation of a neck is postponed,
and the uniform elongation increases. Furthermore, the improved values
of UTS reflect both the increased rate and extent of strain-hardening at low
temperatures.
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Fig. 1.11. Engineering stress-strain Fig. 1.12. Summary of the effect of tem-
curves for polycrystalline copper tested perature on the mechanical properties of
at 300, 195, 76, and 20°K (Warren and annealed and cold-drawn copper (after
Reed). Warren and Reed3® and Carrekar and

Hibbard?!).

A common method of summarizing such results is that used in Fig.
1.12, where the yield and tensile stresses, the percentage elongation, and
the reduction in area are plotted as a function of temperature. As the yield
strength of the annealed metal depends on a number of factors, including
its physical and chemical purity and its grain size,* the measured results
taken from Fig. 1.12 are included in a band covering typical values. The
tensile strength is, however, less influenced by these variables. The com-
bination of a temperature-insensitive yield stress with a rapidly increasing
tensile stress leads to high tensile/yield stress ratios at low temperatures.
This implies that fcc metals are able to accommodate a large amount of
plastic deformation before fracture, and also accounts for their extreme
reliability at low temperatures.

An important practical point where load-bearing capacity is required
is the large increase in yield stress of the cold-worked metal. Its yield stress
increases with decrease in temperature, but not so rapidly as does the tensile
stress. Thus, once again the ratio of UTS to yield stress improves at low
temperatures, although its value is lower than that for the annealed metal.
The percentage elongation also increases as the temperature falls, although
in some metals, such as aluminum, there is often a reversal of this trend
below ~100°K..

It is more difficult to generalize about the variation of reduction in
area with testing temperature: Theteduction in area prior to fracture in
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the necked region of a tensile specimen occurs under the influence of a
triaxial tensile stress system and is very sensitive to the presence of inclu-
sions in the metal. For example, at room temperature, the RA is almost
100% for zone-refined aluminum, 90-95% for normal high-purity material,
but can drop as low as 25-35% for some commercial-purity aluminum.%
Thus, the reduction in area is intimately associated with the type of fracture
mechanism, and this topic will be dealt with in detail in chapter 3. Such
trends as exist point, however, to a smaller reduction in area at low tem-
perature than at high, with the decrease being more apparent in impure
than pure metals.

In summary, pure fcc metals are inherently reliable for use at low
temperatures, as all of the important engineering parameters improve as
the temperature decreases. Their main disadvantage lies in their low yield
stresses in the annealed condition, although this difficulty can be overcome
if they are obtainable and usable in the cold-worked state. In many appli-
cations, their low strength is not a serious drawback and the high thermal
and electrical conductivities possessed by commercially available grades of
copper and aluminum are highly beneficial.

1.5. THE EFFECT OF TEMPERATURE ON THE YIELD
AND FLOW OF PURE
BODY-CENTERED-CUBIC METALS

Body-centered-cubic crystal structures occur in two main regions of
the periodic table: the alkali metals of group I and the transition metals
of groups Va, Vla, and VIII. The alkali metals, lithium, sodium, potassium,
rubidium, and cesium, are characteristically soft, ductile, and chemically
reactive. They are, therefore, of little practical use at low temperatures,
but, because their electronic structures approximate closely to those of ideal
metals, they are of considerable theoretical interest. Potassium® retains its
bece structure down to the lowest temperatures, but sodium®-¥ and lithium?®
undergo spontaneous and stress-induced martensitic transformations to hcp
and fcc phases. These transformations, which are of interest in their own
right,* complicate the interpretation of mechanical property investigations
and further reduce their practical potential. Accordingly, little further
attention will be given to the alkali metals.

The bce transition metals are hard, have high melting points, and so
have considerable potential for use at elevated temperatures. Their low-
temperature properties have also received much attention and, due to the
intractable nature of the problem, there is probably more effort still being
devoted to the study of pure and impure transition metals than to all other
metals and alloys combined.
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The root cause of the problem is the extreme sensitivity of the me-
chanical properties of bcc transition metals to the presence of very small
concentrations of impurity atoms, especially interstitials. Whereas fcc
metals are, in general, little affected by impurity concentrations of less than
about 1%, a decrease in impurity content of a few tens of ppm can trans-
form someé becc metals from a hard, brittle condition into a relatively soft,
ductile one. Consequently, there is often a large disparity between the
properties of commercial-purity bce metals and their higher-purity labor-
atory counterparts. This susceptibility to brittle behavior makes com-
mercial-purity bec metals generally unsuitable for cryogenic applications.

On a fundamental level, there is as yet no general agreement on the.
basic mechanisms responsible for yield and flow in these metals. The
recent availability of very-high-purity single crystals of the refractory
metals has produced results which differ significantly from those previously
obtained in normal-purity metals. This poses the question of whether the
characteristic mechanical properties of the bec transition metals result from
the interaction of dislocations with interstitial impurity atoms or from
fundamental properties of the bec lattice structure.

The basic experimental results described in the following section are
unlikely to be rendered obsolete by future theoretical advances, but their
interpretation must be regarded as somewhat tentative.

1.5.1. Single Crystals

Stress—strain curves showing the three characteristic stages of strain-
hardening can be obtained for bce single crystals, but they are much less
common and are only found for favorable combinations of temperature,
purity, orientation, and strain rate. A very instructive series of curves
which demonstrate this effect are shown® in Fig. 1.13 for zone-refined
niobium. These curves show three distinct hardening stages in the tem-
perature range 300-400°K which resemble those found in fcc crystals. A
detailed examination of the slip mechanisms involved reveals, however,
differences between the behavior of the two lattice structures. A more
important difference concerns the effect of temperature on the strain-
hardening -rate. Not only is the rate low compared to stage II in fcc
crystals, but in niobium, lowering the temperature decreases both the rate
and the extent of strain-hardening. This contrasts strongly with the
behavior of fcc metals, where the extent of stage II, and rate in stage III,
increases at low temperatures. Another point shown by these curves is
the decrease in failure strain of niobium with decrease in temperature,
again the reverse of that found in fcc metals.

The most important effect demonstrated by these curves is undoubtedly
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Fig. 1.13. Series of stress-strain curves for zone-refined niobium tested at temperatures
between 77 and 513°K (Mitchell et al.90).

the extremely large increase in the yield stress with decrease in temperature
below ~250°K. This, above all other properties, distinguishes bce metals
from the fcc’s, which are characterized by the insensitivity of their yield
stresses to changes in temperature. The mechanisms responsible for the
temperature dependence of the yield and flow stresses in bcc metals will
be discussed shortly. There are two other effects commonly found in bee
crystals which are not shown in these curves but which are worth mention-
ing briefly. First, sharp yield points are often shown in the stress—strain
curves of bee crystals. These yield points are probably due to the pinning
of dislocations by interstitial impurities such as carbon and nitrogen, and
they can be eliminated by careful purification of the metal. Second, plastic
deformation by slip in bec metals at low temperatures is often very limited
in extent and is augmented by deformation by twinning, which occurs in
bursts and shows up as serrations in the stress—strain curves. The onset of
twinning can be delayed by testing in compression instead of tension, and
almost completely avoided by prestraining at room temperature prior to
deformation at low temperature. Both yield drops and twinning are con-
sidered further in section 2. 4.



26 Chapter 1

1.5.2. Polycrystals

In Fig. 1.14, a series of stress-strain curves for polycrystalline,
vacuum-melted Armco iron are shown® for temperatures in the range
below 300°K. These confirm the features shown by the single crystals of
niobium ; namely, a low, temperature-insensitive strain-hardening rate, a
large increase in yield stress as the temperature is decreased, and an almost
complete loss of ductility at the lowest temperatures. The exact degree of
ductility and the final mode of fracture depend strongly on the purity of
the metal; the smaller the impurity concentration, the greater the ductility
and the smaller the likelihood of brittle fracture. Twinning® is a very
common mode of deformation, especially at and below 77°K, while the
abrupt yield effects found in single crystals are more common in poly-
crystals, being sharpest in very-fine-grained material.

The Hall-Petch relationship between yield stress and grain size is
generally found®™* to be more applicable to the lower yield stress o,
than to the upper. In the expression

=0, + Kd'I? (1.10)

UYLower
the constant K is virtually independent of temperature, indicating that the
interactions between dislocations and the impurities which pin them are
not affected by temperature. In contrast, the friction stress o; is highly
temperature-dependent.
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Fig. 1.14. Stress-strain curves for polycrystal-
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The mechanical properties of the refractory bec metals of groups Va
(vanadium,” * niobium, *»*%71% gnd tantalum®:®~'%) and VIa (chro-
mium,'® molybdenum,'” and tungsten'®""?) show many similarities to
those of iron'*~"7 at low temperatures. In particular, the yield stresses of
all these metals are extremely temperature-dependent below about 0.27,
(the melting point). The main differences between them arise in the
degree to which the extent of plastic deformation is shortened by the onset
of brittle fracture, the group Va metals generally showing a larger amount
of plastic deformation than the more brittle metals in group VIa. A further
important difference between these two groups is the much greater solid
solubilities of the common interstitial impurities carbon, nitrogen, oxygen,
and hydrogen in metals of group Va compared with those of Vla.

1.5.3. Dislocation Structures

In general, the dislocation structures developed by bec metals after
deformation at room temperature and below are similar to those of fcc
metals. Cells and tangles form during the earlier stages of deformation,
the cells becoming smaller and more pronounced as the strain increases.
At low temperatures and in higher-purity metals, the dislocation distribu-
tion tends, however, to become more uniform and to consist of elongated
loops which lie along the close-packed {111) directions. This results in
the dislocations having a predominantly screw character, and it is one of
the reasons why cross-slip is easier in bcc metals.

As in the fcc metals, there is an approximately linear relationship
between dislocation density and strain in bce metals, but the flow stress is
no longer simply proportional to the square root of the dislocation density.
Instead of the flow stress extrapolating to zero for a dislocation density of
zero, it intercepts the stress axis at a value which depends on temperature
and strain rate. This indicates that the thermal and athermal components
of flow stress are not proportional to each other and that the Cottrell-
Stokes law is not obeyed in bcc metals. Instead of the ratio of the flow
stresses at two temperatures being independent of strain as found in fcc
metals, in bce metals it is the difference between the flow stresses at the
two temperatures which is independent of strain. Only the athermal com-
ponent 7 is proportional to the square root of the dislocation density, and
the flow stress is given by

= t*(T, ) + aGbp'?

As the temperature dependence of the shear modulus is very small,
the effect of temperature and strain rate on the yield and flow stresses of
bee metals is described primarily by 7*. By subtracting the flow stress at
a teference temperature 7, (usually 300°K) from that measured at a lower



2 Chapter 1

temperature 7T, the temperature-dependent term is obtained directly,
tr — tr, = o¥(T) = A¥(T)

(if e = const). We can now express At* as a function of T for either the
yield stress or for the flow stress at a given strain. Figures 1.15 and 1.16
show two versions of the relationship between Ar* and T for iron single
crystals and polycrystals.

The differences between the results shown in these two figures are of
fundamental importance because this should be the critical experiment
which decides between the two main theories of the mechanism responsible
for the high strength of bcc metals at low temperatures. Fleischer™ has.
recently summarized the present state of this field of research and the
following paragraphs show the main lines of his treatise.

It is generally agreed that the process responsible for the very rapid
rise in yield stress at low temperatures is thermally activated and that it
rapidly becomes more difficult to operate as the available thermal energy
decreases. The large sensitivity of the flow stress to changes in strain rate
supports this conclusion. Furthermore, it is widely agreed that the
mechanism concerned involves the frictional forces acting on moving
dislocations rather than the release of dislocations from their pinning
points. As the mechanism involved is thermally activated, the forces must
act over short distances in order that the small thermal energies available
may be significant. There are two possible basic mechanisms which can
give rise to these forces, lattice-hardening and solution-hardening.

Lattice-hardening arises because of the periodic nature of the atomic
binding forces in a crystal. If a straight length of dislocation lies in the
potential valley between two rows of atoms, a force is needed to move
this dislocation over the potential hill into the adjacent valley. These
potential hills form a barrier to dislocation motion which must be over-
come not once but continually if the dislocation is to move through the
crystal. Dorn and Rajnak'? and Arsenault’® have carried out detailed
calculations which show that the overcoming of the Peierls—Nabarro stress
by the production of double kinks in straight dislocations can provide a
suitable rate-controlling mechanism for the plastic deformation of bcc
metals at low temperatures.

Solution-hardening. Substitutional impurities present in cubic lattices
produce symmetrical distortions which only interact relatively weakly
with dislocations. In contrast, interstitital defects can lead to large asym-
metrical lattice distortions in bcc lattices which interact strongly with
dislocations and can thus provide frictional forces which impede the motion
of dislocations gliding on neighboring slip planes. The motion of disloca-
tions past interstitial defects has been shown by Fleischer'® to be a possible
rate-controlling mechanism responsible for the plastic deformation of bee
metals at low temperatures.
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Both mechanisms predict a similar form of flow stress—temperature
relationship, and more or less acceptable values for the parameters con-
nected with the rate equation-activation energy, volume, and frequency
factor. The really significant difference between them lies in their predic-
tions of the effect of solute concentration. If the flow stress remains sub-
stantially unaltered by a variation in solute concentration, then impurity-
hardening can be rejected. If, on the other hand, the low-temperature flow
stress does vary significantly with solute concentration, then lattice-harden-
ing can be ruled out as the dominant hardening mechanism. Hence, the
criticality of the experimental results shown in Figs. 1.15 and 1.16.

Figure 1.15 shows"®'® that a reduction of carbon content from the
usual 200 atom ppm or greater, to a value less than 0.025 ppm causes the
flow stress at all temperatures to be reduced to less than 40 % of its original
value. If this result is correct, it must follow that, for normal-purity iron,
lattice-hardening is not the major source of strength.

In contrast, the results shown'® in Fig. 1.16 indicate that the flow
stresses of both superpure and normal-purity iron tend toward the same
value at absolute zero. If these results are correct, then impurity-hardening
can be ruled out as the ultimate source of strength.

High-purity metal from the same source was used to obtain both sets
of results, so one possible source of the discrepancy has already been ruled
out. A further possibility is that the temperature dependence of the yield
stress may differ from that of the subsequent flow stress. It is, of course,
also possible that the terms of reference of the “critical experiment” may
be modified to resolve this dilemma, but at the time of writing an impasse
appears to exist, with both sides’®'® taking a firm stand on this funda-
mental issue. In an attempt to take some of the heat out of the argument,
Kelly™ has pointed out that even the very pure specimens used by Stein
and Low!” showed the type of sharp yield point associated with dislocation
locking (see section 2.4). He therefore suggests that a halt be called in
this controversy until theories are developed which incorporate dislocation
locking into their explanation of the low-temperature behavior of becc
metals, or until even purer specimens are available which do not exhibit
sharp yield points.

1.5.4. Engineering Parameters

As stated earlier, bcc metals of commercial purity are rarely used for
low-temperature applications. They are to be particularly avoided in
structural applications where their liability to brittle fracture could lead
to catastrophic failure. Armco iron, because of its favorable magnetic
properties, might occasionally be used at low temperatures, while recent
design studies have considered the possibility of supondercucting power
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cables with pure niobium conductors. Niobium is one of the more ductile
group Va metals, but as yet it is not available commercially in its high-
purity form, and the problems of handling and joining high-purity metals
“in the field” should not be lightly dismissed.

1.6. THE EFFECT OF TEMPERATURE ON THE YIELD AND
FLOW OF PURE HEXAGONAL-CLOSE-PACKED METALS

1.6.1. Single Crystals

Although some stress—strain curves for hcp single crystals show three
distinct stages of strain-hardening, they occur for such limited combinations
of orientation, temperature, and other testing variables that it would be a
misrepresentation of the facts to imply that they were typical of the plastic
deformation of hcp metals. The distinguishing characteristic of the metals
is the predominance of stage I, or easy glide, which is associated with slip
on the basal plane. Other, nonbasal slip systems as well as alternative
deformation modes such as twinning also play an important part in deter-
mining the mechanical properties of hcp metals, and it has been found
that the relative importance of the different deformation systems is strongly
dependent on the axial (c/a) ratio of the metal. As the axial ratio decreases,
(1) the principal slip system changes from basal to prismatic and back to
basal and the total number of slip systems increases to a maximum and
then decreases again; (2) the probability of cleavage on the basal plane
first decreases and then increases again; (3) twinning on the {1012} <1011)
system, which occurs under compression along the C axis in metals with
c/a greater than v/ 3, takes place under the influence of tensile stresses
parallel to the C axis in metals with c/a less than 4/ 3. In titanium (c/a
= 1.587), twinning also occurs in the {1121} {1126) and {1122} (1123)
systems and thus the number of possible twin systems is increased.

As aresult of these factors, maximum ductility appears to be associated
with c/a ratios of about 1.6, hence the strong current interest in zirconium
(c/a = 1.593) and titanium (c/a = 1.587). These metals will be considered
in more detail shortly. Most single-crystal studies have, however, concen-
trated on those metals that deform predominantly by basal slip, i.e.,
cadmium (c/a = 1.886),zinc (c/a = 1.856), and magnesium (c/a = 1.624),
and more recently, beryllium (¢/a = 1.567). The results’® shown in Fig.
1.17 for cadmium single crystals of 99.9999% purity are typical of the
behavior of these metals.

Easy glide on the basal plane extends up to very large shear strains,
of the order of hundreds of per cent at room temperature. The strain-
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Fig. 1.17. Shear stress-strain curves for single crystals of cadmium tested at temperatures
between 77 and 293°K (Risebrough and Teghtsoonian!30),

hardening rate 8, is low (~107*G) and is similar to that observed during
stage I deformation in fcc crystals. As the temperature is lowered, 8,
increases slightly and stage I decreases in extent, in contrast to fcc metals,
in which 6; remained almost constant and the extent of stage I increased.

Stage II is characterised by a higher, temperature-dependent strain-
hardening rate 8,,, whose value is constant at ~1073G below 150°K but
falls off rapidly at higher temperatures. In the diagram, extensive twinning
(indicated by the small load drops) is shown to occur during stage II, and
under these conditions, strain-hardening must, to a large extent, be due to
dislocation-twin boundary interactions. The relative importance of twin-
ning and deformation on nonbasal slip systems is somewhat contentious
and differs from metal to metal. The main effect of twinning probably
lies in the fact that in grains initially oriented unfavorably for slip, twin-
ning reorients the crystal into a more favorable position for subsequent
slip. The small temperature dependence of #, implies that the critical
resolved shear stress for slip on the basal plane in cadmium is only slightly
temperature-dependent, similar behavior being shown by zinc, magnesium,
and beryllium. In contrast, the crss for prismatic slip in these metals is
much more temperature-dependent, e.g., it increases by two orders of
magnitude in magnesium when the temperature is lowered from 600 to
77°K. In titanium, the position is reversed, basal slip being more temper-
ature-dependent than prismatic.

There is also a third deformation stage visible in some of the curves
of iFigminb7pbutrtherfacothavitisimost prominent at 77°K and less evident



Deformation Processes in Pure Metals 33

at higher temperatures makes it unlikely that it is due to cross-slip as in
fcc metals.

1.6.2. Polycrystals

We saw earlier that at least five independent shear systems have to
operate in polycrystals in order that they may deform homogeneously
without change in volume. None of the three common systéms listed in
Table I for hcp metals (slip in the {1120) directions on {0001}, {1010},
and {1011} planes) can provide more than four independent shear mecha-
nisms; thus, theoretically, gross ductility should not exist in polycrystalline
hcp metals. The only simple slip system which can provide the required
five independent deformation modes is the {1122} (1123), which is a
second-order pyramidal type.” This mode is not often found in single
crystals, but has been confirmed in many polycrystals, e.g., Cd,’*® Zn,"™
Ti,m Zr, 13313 and Hrf 124

The other possible mode of deformation which contributes to the
gross ductility of hcp metals is twinning. It has been shown'™ that the
strains associated with the complete conversion of a crystal into its twin
orientation are low (~7% in magnesium), and thus twinning alone cannot
account for the higher observed strains. It is more likely that its role is
to activate other slip systems by reorientation of grains initially oriented
unfavorably, by generating locally high stresses around twins, or by dis-
location-twin interactions.

Thus, the occurrence of gross ductility in polycrystals depends on the
action of nonbasal slip systems and/or deformation twinning. Its extent is
limited by the onset of fracture which often occurs by cleavage on the
basal plane. In the previous section, it was shown that the most favorable
combination of factors influencing the ductility occurred for c/a ratios
near 1.6, which means, in practice, titanium, zirconium, and magnesium.
All three metals have the additional attraction of low or relatively low
densities and they and their alloys are under evaluation for structural use
at low temperatures. Particular attention is being paid to the possibilities
of titanium, and in Fig. 1.18 a series of load/extension curves is shown for
commercially pure titanium.'*

The important features illustrated by these curves are the considerable
rise in yield stress and significant increase in strain-hardening rate obtained
by decreasing the temperature. (This is typical of hcp metals, and thus
their behavior is intermediate between that of bcc metals, which showed
a large increase in yield stress but no increase in strain-hardening rate, and
the fcc metals, in which the yield stress was only slightly increased but
whose strain-hardening rate became much higher as the temperature was
lowered.) The uniform elongation improves as the temperature is decreased
to 77°K, but at 4°K, the mechanism responsible for the serrations in the
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Fig. 1.18. Load-extension curves for commercially pure titanium (Kula and De Sisto!36).

load-elongation curve causes a slight decrease in the ductility. Serrated
stress-strain curves are considered in some detail in section 2.4.

1.6.3. Dislocation Structures

There is much less information available on the dislocation structures
developed during the deformation of bulk hcp metals than there is for fcc
and bcec metals. It would appear, however, that the structures are similar
to those found in the bee and fec lattices with dislocations arranging them-
selves into cells. As in the bce metals, the athermal component of the flow
stress is probably given by 7 = aGbp"?, but the detailed mechanism res-
ponsible for t4 is not known. Whether or not the Cottrell-Stokes law is
obeyed in hcp metals is not yet clear, as it does not appear to hold for
titanium,'” but is obeyed for cadmium'® during the linear hardening
region at temperatures below 150°K.

The magnitude of the thermal component of the yield stress ¥ varies
from metal tormetal; as'does the relative importance of impurity concen-
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trations. In Fig. 1.19,® the variation of z* with T is shown for Ti, Mg,
and Zr with different impurity concentrations. It can be seen that magne-
sium is the least sensitive to interstitial impurities and titanium the most.
Very-high-purity titanium has a * which is virtually temperature-inde-
pendent and in many ways resembles the behavior of fcc metals. Com-
mercial-purity metal, on the other hand, has a highly temperature- and
strain-rate-dependent t* which is virtually independent of strain and is
thus similar to that found in bcc metals. The flow stress of commercial-
purity titanium can therefore be written as

t = t*(T, &) + aGbp'?

The effect of work-hardening rests almost entirely on the latter term and
the yield stress depends mainly on the former.
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Fig. 1.19. Effect of temperature and purity on the thermal component of the yield stress
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Furthermore, it has been found'® that the value of the thermal com-
ponent of the flow stress extrapolated to absolute zero, 7,¥, is proportional
to the square root of the concentration of interstitial impurities. This is
consistent with Fleischer’s model™ for rapid solution-hardening caused by
asymmetrical defects and there appears to be general agreement that solu-
tion-hardening is responsible for the high yield and flow stresses in titanium
and possibly other hcp metals. Conrad'™ has suggested that the thermally
activated ‘'overcoming of interstitial atoms by dislocations moving on first-
order prism planes is the rate-controlling mechanism for the low-tempera-
ture deformation of titanium.

1.6.4. Engineering Parameters

Pure hexagonal-close-packed metals are rarely used at low tempera-
ture, mainly because of their limited ductility in the bulk form. Cadmium,
which does remain ductile down to the lowest temperature, is very soft
and liable to creep, while zinc is highly brittle. Of greater potential interest
are titanium, zirconium, and beryllium. All three of these metals are, to
a greater or lesser extent, sensitive to small concentrations of interstitial
impurities, which considerably increase their yield strengths but seriously
limit their ductility. The basic effect of interstitial impurities in these
metals is to reduce the number of slip systems available for plastic defor-
mation and to encourage the onset of cleavage fracture. Thus, to ensure
good ductility, interstitial impurity concentrations have to be kept very
low, but at the same time the yield stresses have to be increased if the
metal is to be structurally useful. This can be done in two main ways.
The most usual method is to alloy the pure metal with elements which
strengthen either by forming substitutional solid solutions and/or by
retaining a stronger high-temperature phase. These techniques will be
considered further in sections 2.1 and 2.2. An alternative technique which
will be discussed in the next section involves plastically deforming the pure
metals at very low temperatures.

1.7. A COMPARISON OF THE MAIN CHARACTERISTICS OF
FACE-CENTERED-CUBIC, BODY-CENTERED-CUBIC,
AND HEXAGONAL-CLOSE-PACKED METALS

The effect of temperature on the yield stress of commercially pure
metals of all three main crystal structures is shown' in Fig. 1.20. The
abscissa is homologous temperature (ratio of temperature T to the melting
point T,), which allows a more convenient comparison of the data for the
different metals. It can be seen that the yield stress of the fcc metals
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Fig. 1.20. Yield stress as a function of homologous temperature for various commer-
cially pure metals of the three main crystal structures (Kula and De Sisto!3),

changes little with temperature, in contrast to that of the bcc metals, in
which it increases steeply at low temperatures, especially below T = 0.17,,.
The hcep titanium occupies an intermediate position between the other two
structures.

The effect of temperature.on the strain-hardening rate, flow stress,
and ultimate tensile stress is not shown in the figure, but, summarizing the
behavior described in sections 1.4-1.6, it is the opposite of that demon-
strated by the yield stress. In fcc metals, the strain-hardening rate increases
strongly as the temperature is lowered and the tensile stress rises accord-
ingly. As the yield stress is almost temperature-independent, the ratio of
tensile stress to yield stress increases as the temperature decreases, a char-
acteristic which makes fcc metals highly suitable for cryogenic use. In bec
metals, the strain-hardening rate either remains the same or decreases as
the temperature is lowered. In consequence, the curve of tensile strength
versus temperature runs either approximately parallel to that for the yield
stress or converges toward it as the temperature decreases. Thus, the
ductility of beec metals is reduced at low temperatures and many bce metals
show a transition from ductile to brittle behavior which severely limits
their cryogenic use. The mechanical properties of hcp metals are critically
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dependent on their ¢/a ratio and purity, but in general fall between those
of fcc and bec metals. In titanium, for example, both yield stress and
strain-hardening rate increase as the temperature is lowered, so that the
ratio of tensile stress to yield stress is maintained or even increased at low
temperatures. This makes titanium an attractive proposition for cryogenic
use.

We have seen in the preceding sections that, according to dislocation
theory, the strength of a metal at a given temperature depends on the
values of the shear modulus, Burgers vector, and stacking-fault energy. In
Fig. 1.21, the values of tensile strength and modulus extrapolated to 0°K
are plotted against each other for a number of commercially pure fcc and
hcp metals. For comparison, the thermal component of the flow stress for
bee metals is also included. It can be seen that the ratio of shear strength
to modulus near absolute zero ranges from ~0.5 to 1.1 X 1072, with fcc
metals having the lowest value and hcp metals the highest. Conrad® has
pointed out that this represents shear strengths of the order of one-quarter
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Fig. 1.21. Relationship between the tensile strength and elastic modulus at 0°K for fcc,
bee, and hep metals (Conrad43).
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to one-half the theoretical shear strength in metals (~G/30), which is as
high as that currently achieved by the strongest known alloys. He goes on
to suggest that by deforming a commercially pure metal at temperatures
close to absolute. zero (4°K could be close enough for practical purposes)
very-high-strength metals could be obtained. Furthermore, in fcc and hep
metals, it is probable that most of this increase in strength would be main-
tained to temperatures as high as ~0.57, (which in most cases is above
room temperature). The technique of cryogenic stretch-forming has
already been used to produce pressure vessels of type 301 stainless steel,
but in this case, the strengthening is a result of a strain-induced austenite-

to-martenite transformation rather than the inherent strain-hardening sug-
gested for pure metals.

1.8. PLASTIC DEFORMATION AT CONSTANT STRESS: CREEP

When a stress in excess of the yield stress is applied to a metal, it
produces a certain instantaneous extension. If, however, the applied stress
remains constant, there is also a further time-dependent extension called
creep, whose magnitude depends strongly on the temperature. At tempera-
tures below ~0.4T,,, no recovery is possible, the creep strain work-hardens
the metal, and the creep rate drops off rapidly. The extension is propor-
tional to log(time) and this is known as primary or logarithmic creep.

At higher temperatures, the creep strain rate does not drop off to zero
but stabilizes at a constant value and the creep strain becomes a linear
function of time. This is secondary or steady-state creep, which results
from a balance between work-hardening and the thermal recovery processes
occurring at these higher temperatures. It is of extreme importance in
engineering applications where components are stressed at high tempera-
tures, and special creep-resistant alloys have been developed for use under
these conditions. Eventually, the creep rate starts to increase rapidly during
third stage or tertiary creep and this soon terminates in creep rupture or
fracture.

From a cryogenic point of view, creep is not a serious problem. Few
metals have melting points low enough for 0.4 T, to be at or below room
temperature and so the secondary stage of creep is not reached. The
strains involved in primary creep are small and could only become signifi-
cant in high-precision components, where they might impair dimensional
accuracy.

One of the few occasions where steady-state creep could occur and be
troublesome at low temperatures is when pure indium wire is used to form
a vacuum seal between two bolted flanges. If the joint is made at room
temperature, the combination of creep and differential contraction on cool-
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ing can lead to a bad seal at low temperatures. This problem, which has
arisen in liquid-hydrogen bubble chambers, where the viewing windows
have to be sealed onto the chamber body, has been overcome by increasing
the pressure on the indium seal using an inflatable stainless steel bellows.
In less critical cases, it is, of course, much simpler to replace the indium
wire by one of aluminum or some other metal with a higher melting
point.

Logarithmic creep is of interest from a fundamental point of view
because it provides a method of studying the work-hardening processes
occurring during the low-temperature deformation of metals. In section
1.4.3, we saw that the dislocation mechanisms responsible for plastic flow -
were thermally activated and that values for the various activation param-
eters, H, v, and 7V, can be obtained from tensile and creep tests and
compared with the values predicted by different theoretical models. The
techniques involved in making these measurements, which usually involve
changing the stress or temperature and observing the resultant change in
creep rate, have recently been reviewed by Arsenault,' while the theore-
tical aspects are considered in some detail in the works by McLean® and
Honeycombe.”

All theories of primary creep, whether of strain-hardening or exhaus-
tion type, lead to a linear relationship between creep strain and temperature.
Preliminary investigations by Glen'* indicated that, whereas creep at 77°K
was in agreement with these theories, that observed at 4.2°K was signifi-
cantly larger than expected and, furthermore, that there was little change
in reducing the temperature to 1.2°K. To account for these discrepancies,
Mott™" suggested that creep occurs by a temperature-independent quantum
mechanical tunnel effect at very low temperature and this mechanism ac-
counted for the major part of the observed creep at and below 4.2°K.

More recent work by Arko™ on cadmium and mercury has, however,
shown that creep is temperature-dependent down to 1.75°K and that it
obeys the same logarithmic law as that found at higher temperatures.
Measurements of activation energy and activation volume at 4.2°K gave
values more consistent with thermal activation theories than with those
of quantum mechanical tunneling and it was calculated that quantum

mechanical tunneling was unlikely to be significant at temperatures above
0.04°K.

1.9. ANNEALING: RECOVERY AND RECRYSTALLIZATION

We have seen in the preceding sections that considerable changes in
the strength and other mechanical properties of a metal can be brought
about by cold-working at or below room temperature. The high density
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of dislocations and point defects created during deformation not only
alters the mechanical properties of the metal but also has a significant effect
on some of its physical properties. If the temperature is raised, these im-
perfections can become mobile and rearrange themselves into more energe-
tically favorable configurations or even annihilate each other. This general
process of annealing is normally considered in two separate stages: recovery
and recrystallization.

Recovery principally involves the movement of point defects (vacan-
cies and interstitials), and, as these have their greatest effect on the physical
properties of a metal, its progress is usually followed by measurements of
the electrical resistivity or stored energy. These show that recovery can
occur at temperatures as low as 4°K or less and that there are normally
many different mechanisms involved, each with its own characteristic
activation energy.

Dislocations are not very mobile at temperatures below ~ 47, and
even at these temperatures there is no significant change in the dislocation
density of a deformed metal. Dislocation rearrangements do, however,
occur by climb and this results in the formation of an ordered dislocation
cell structure, a process called polygonization.

There is little change in the mechanical properties of a metal during
recovery, but if the annealing temperature is raised further, these properties
alter sharply over a relatively small temperature range. This corresponds
to the onset of recrystallization, a nucleation and growth mechanism in
which new, equiaxial, strain-free grains grow within the old deformed ones.
The density of both dislocations and point defects drops sharply during
recrystallization and hence there is also a corresponding change in the
physical properties.

The driving force which controls recrystallization (and recovery) is
the reduction in strain energy achieved by the removal of excess point and
line defects, and the three main factors which can influence this process
are temperature, purity, and the amount of prestrain received by the metal.

(1) Recrystallization is a thermally activated mechanism which thus
occurs more readily (i.e., more rapidly and after a shorter time) at higher
temperatures.

(2) Other things being equal, a pure metal recrystallizes at a lower
temperature than an impure one: impurities lower the mobility of disloca-
tions and make it more difficult for recrystallization nuclei to form.

(3) For a metal of given purity, the greater the degree of cold-work,
the more readily recrystallization occurs.

The combined effect of these three variables can be illustrated by the
behavior of aluminum of two different purities.” After the same degree
of cold-work at 77°K, zone-refined aluminum recrystallized at ~200°K,
whereas 99.99 % pure aluminum recrystallized at ~450°K.
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In most practical cases, however, recrystallization only occurs at tem-

peratures above ambient and it is thus not a serious cryogenic problem.
Nevertheless, such temperatures are achieved in both the weld metal and
heat-affected zone of a fusion weld, and thus this operation lowers the
strength of the as-welded metal toward that of the annealed condition.
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Chapter 2

Deformation Processes
in Impure Metals and Alloys

Metals can be strengthened by work-hardening because the large numbers
of sessile dislocations created during plastic deformation make it increas-
ingly more difficult for mobile dislocations to move through the lattice.
There is, however, a limit to the amount of strengthening which can be
achieved by work-hardening and, as solute atoms also produce very efficient
obstacles to dislocation motion, solution-hardening is usually a more effec-
tive method of increasing a metal’s resistance to plastic deformation. In
some alloy systems, solute atoms also extend the temperature range over
which a certain crystal structure is stable, a particularly relevant example
being the stabilization by nickel of the high-temperature fcc (7) phase of
iron to produce austenitic stainless steel.

In many alloys, solid solubility is limited in extent and this restricts
the amount of solution-hardening possible. There are, however, a number
of systems in which the solubility limit increases with temperature, thus
allowing excess solute to be dissolved at high temperatures and then sub-
sequently precipitated at a lower temperature. These hard precipitates,
and the elastic distortion they produce in the lattice, are very effective
barriers to dislocation movement, and very-high-strength alloys can be
obtained by the technique of precipitation hardening.

The distinction between a precipitate and a second-phase particle is
one of degree rather than substance, but we will consider an alloy which
has a microstructure consisting of two or more resolvable phases to be the
third basic type of alloy. In the following chapter, each of these three
main types of alloy will be considered both from a fundamental point of
view and also with regard to its use at cryogenic temperatures.

In most metals, yield and plastic deformation are continuous proces-
ses, but in some circumstances, yield can occur sharply. Serrated stress-
strain curves are also found under certain testing conditions and these two
phenomena are considered in the final section of this chapter.

47
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2.1. YIELD AND FLOW IN SOLUTION-HARDENED
SINGLE-PHASE ALLOYS

The addition of solutes to a metal has two main effects on its me-
chanical properties: it raises its yield stress and intensifies or prolongs the
subsequent strain-hardening. The extent of these changes depends princi-
pally on the particular alloy system under consideration, the concentration
of solute atoms, and the deformation temperature. Much basic information
has been obtained from studies using single crystals with carefully con-
trolled compositions, and it is possible to extrapolate many of the trends
shown by these simple alloys to cover the more complex alloys commonly
used in cryogenic applications.

2.1.1. Dislocation-Solute Interactions

An edge dislocation may be represented simply as an extra half-plane
of lattice points inserted above the slip plane of a crystal. This extra half-
plane distorts the lattice and produces an elastic strain field around the
dislocation which is compressive above the slip plane and tensile beneath it.
If a small substitutional impurity replaces one of the atoms in the compres-
sive region, or a large substitutional impurity replaces an atom in the tensile
region, the lattice distortion is reduced. This elastic interaction between a
solute atom and an edge dislocation lowers the strain energy of the disloca-
tion and makes it more stable. The dislocation is said to be “pinned” and
it is then more difficult to move through the crystal.

Interstitial impurity atoms are also able to pin edge dislocations, their
minimum energy configuration being in the tensile region near the disloca-
tion core. In metals with a body-centered-cubic lattice structure, the com-
mon small impurity atoms, carbon, nitrogen, oxygen, and hydrogen, occupy
interstitial sites at the face centers and edges of the unit cube. This leads
to a tetragonal distortion of the lattice and the creation of both shear and
hydrostatic stress systems. In this case, it is possible for both screw and
edge dislocations to interact strongly with the interstitial impurity atoms
and become pinned by them. In face-centered-cubic metals, both substitu-
tional and interstitial atoms produce symmetrical distortions and hence can
only interact with edge, not screw dislocations. Impurity pinning is thus
relatively weak in these metals.

As we shall see in section 2.4, sharp yield points are found in metals
and alloys which have strong dislocation-solute interactions. They are
found in bce metals with interstitial concentrations of a few tens of ppm
but are absent in dilute fcc alloys, only becoming detectable when the solute
concentration increases to many per cent, thus confirming that dislocations
are more strongly pinned by impurities in bcc metals than in fcc metals.
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2.1.2. The Effect of Solutes on the Yield Stress

It is well known that the addition of a solute raises the yield stress
of a pure metal. In alloy systems showing complete solid solubility, the
strengthening effect reaches a maximum at approximately equiatomic pro-
portions, while for dilute alloys, the yield stress increases almost linearly
with solute concentration. One of the prerequisites of extensive solid solu-
bility in an alloy system is that the lattice distortion caused by the solute
atom is small and thus the hardening rate, do,/dc, is low. Solutes which
have large size-valency differences relative to the solvent atoms distort the
lattice much more and are soluble to a much smaller extent. The increased
lattice distortion leads, however, to a much higher hardening rate, which
can be one or two orders of magnitude larger than that shown by systems
having extensive solubility.

A linear relationship between yield stress and concentration is obeyed
for both single crystals and polycrystals and in Fig. 2.1 it is shown for cop-
per polycrystals. Tin, with its large atomic size and high valency, gives a
high hardening rate, but less than 1% is completely soluble in copper to
form a-bronze. Up to 39 wt% zinc can go into solution in copper and
form a-brass and its strengthening effect is correspondingly lower. The
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Fig. 2.1. Effect of solute concentration on the 1.0% proof stress of copper polycrystals
at room temperature. Hardening is due to differences in size, valency, and crystal struc-
ture between solute and solvent atoms (after French and Hibbard®).
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Fig. 2.2. Effect of solute concentration on the temperature depsndence of the yield stress
in a series of copper-zinc alloy crystals (after Mitchell!l).

rate of change of yield strength with composition, d¢,/0c, depends on three
principal factors: the relative size of the solvent and solute atoms, the dif-
ference in their elastic moduli, and the electron/atom ratio of the alloy.
Quantitative relationships between d¢,/dc and parameters describing each
of these three factors have beén shown to exist for a number of alloy sys-
tems, and in some alloys, size or modulus effects seem to be dominant,
while in others, the electron/atom ratio is clearly more significant. In
complex systems, all three effects contribute to the strength of the alloy.

The yield stresses of pure fcc metals are relatively unaffected by
changes in termperature, but solutes, especially if present in high concen-
trations, increase the temperature dependence of the yield stress in fcc
alloys. This is shown in Fig. 2.2 for single crystals of copper-zinc alloys,"
similar results being obtained for polycrystals.

In section 1.4, the athermal component of the flow stress in pure fcc
metals, 7, was shown to be greater than the thermal component z*. The
enhanced temperature dependence of the critical resolved shear stress in
the alloys shown in Fig. 2.2 suggests that the presence of solutes increases
the relative importance of z*. As the thermal component of the flow stress
is associated with the resistance to dislocation movement provided by small
obstacles, which can be overcome with the aid of thermal fluctuations, it
appears that, at higher solute concentration, thermal fluctuations are less
able to play a significant part in helping dislocations overcome these bar-
riers to their motion.
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In section 1.5, we saw that bce metals are characterized by a large
thermal component of flow stress and that there is still no general agree-
ment on whether this is due to an intrinsic property of the bcc lattice
structure or to very small concentrations of interstitial impurities. The
concentrations involved are very small indeed. Stein and Low™ have ob-
served “that at all temperatures the yield stress of iron crystals increases
with increasing carbon content, as much or more, in the range from
5 X 107 to 0.9 ppm as in the range 0.9-40 ppm.” Quantitatively, they
find that the yield stress is proportional to the square root of the carbon
concentration up to the normal solubility limit of a few hundred ppm.

Solution-hardening is not used as a practical method of strengthening
bee metals and, as was pointed out in section 1.5, they are little used at
low temperatures because of their brittle behavior.

The yield stresses of pure hcp metals are in general more temperature-
dependent than those of the fcc metals, and the addition of solutes further
increases this tendency. Both magnesium and titanium can be hardened
by elements whose atoms go into substitutional solid solution. Interstitial
impurities in titanium behave, however, in many ways like those in bce
metals in that they increase the strength but also cause serious embrittle-
ment. For this reason, titanium alloys used at low temperatures are specified
as being in the extra low interstitial (ELI) condition.

2.1.3. The Effect of Solutes on Strain-Hardening

The effect of solutes on the various stages of strain-hardening is shown
in Fig. 2.3(a) for a series of nickel-cobalt single crystals deformed at room
temperature.”® The critical resolved shear stress increases with concentra-
tion, as does the extent of stage I hardening, while the strain hardening rate
0, is virtually unaltered, and thus the onset of stage I occurs at higher
stresses.

A similar delay in the transition to stage Il hardening was shown by
the pure metal crystals of Fig. 1.9 and was caused by a decrease in testing
temperature. The dislocation intersection model outlined in section 1.4 to
explain this effect of testing temperature can also be used to describe the
effect of alloying. It is assumed that easy glide ceases when the stress
needed to move dislocations down the primary slip plane exceeds the
critical resolved shear stress on a secondary slip system. In alloys, or in
pure metals at low temperatures, greater stresses are required to initiate
secondary slip. As neither alloying nor a decrease in temperature signifi-
cantly alter the strain hardening rate 6;, stage I must increase in extent in
order that the flow stress can be raised to its critical value.

The correspondence between the effects of alloying and decreasing the
temperature also holds for the second and third stages of deformation.
Stage IIl starts when recovery mechanisms like cross-slip allow disloca-
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Fig. 2.3. Shear stress-strain curves for a series of nickel-cobalt alloy single crystals
measured (a) at room temperature and (b) at 77°K (after Pfaff13),

tions to bypass the barriers to their motion responsible for the high strain-
hardening rate of stage II. Both the presence of solute atoms and a decrease
in temperature make it difficult for cross-slip to occur, and thus the onset
of stage III is delayed to higher stresses. Furthermore, the strain-hardening
rate Oy is higher and falls off less rapidly at high strains.

The combination of decrease in temperature and alloying is shown in
Fig. 2.3(b) for the same series of crystals tested at 77°K. To a first approxi-
mation, they are additive and the onset of stages II and III have been delayed
to even higher stresses. A more detailed analysis shows, however, that a
given decrease in temperature has a weaker effect in an alloy than in a pure
metal. It would thus appear that, the more cross-slip is inhibited by the
presence of solutes, the less scope is there for a further restriction by a
decrease in temperature.

In section 1.3, equation (1.9), it was shown that the majority of
the plastic deformation in polycrystals occurs under conditions which cor-
respond to stage IIl in single crystals. We have just seen that solutes inhibit
cross-slip and increase the strain hardening rate 6y of alloyed single crystals.
It thus follows that the strain-hardening rates of alloyed polycrystals should
be higher than those of the pure metal and that, the more concentrated the
alloy, the higher the strain-hardening rate at any given strain. Further-
more, these higher hardening rates are maintained until greater strains and
there is a consequent increase in the uniform elongation. Finally, the com-
bination of an intensified rate of strain-hardening with an increase in its
extent results in a higher ultimate tensile stress.
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2.1.4. Single-Phase, Solution-Hardened Alloys Used in
Cryogenic Applications

Most solution-hardened alloys used at low temperature are based on
one of the following metals: copper, nickel, aluminum, iron, and titanium.
We will now consider briefly the mechanical properties of some of these
alloys to illustrate the effects of solute concentration and temperature out-
lined in the previous paragraphs.

2.1.4.1. Copper-Based Alloys. The low-temperature mechanical pro-
perties of copper and many copper-based alloys have recently been
compiled and reviewed by Reed and Mikesell.>* These publications cover
most available brasses, bronzes, and cupronickels, the only major alloy
group omitted being the beryllium coppers, and data for these may be
found in references 3 and 4.

Up to 39 wt% zinc can go into solution in copper at room tempera-
ture to form fcc a-brass. A duplex a-8 structure is formed at compositions
between 39 and 46.6 %, while the bee S-phase is stable for zinc concentra-
tions between 46.6 and 50.6 %: S8-brass is considerably harder than a-brass
but, unlike most alloys with a bec crystal structure, it remains ductile down
to the lowest temperatures because it is an electron compound type of solid
solution.

Most brasses used at low temperatures are, however, a-phase. In Fig.
2.4, the stress-strain curves of two alloys, Cu-10Zn (commercial bronze)
and Cu-28Zn 1Sn (admiralty brass) are compared with those of O.F.H.C.
copper at room temperature and 20°K. (The 1% tin is added to the zinc
in admiralty brass to improve its corrosion resistance and does not change
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Fig. 2.4. Stress-strain curves for O.F.H.C. copper, commercial bronze, and admiralty
brass measured at 20°K and room temperature (data from Reed and Mikesell?).
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admiraly brass, Cu-28Zn 1Sn, measured
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Fig. 2.6. Stress-strain curves for cold-

drawn cartridge brass, Cu-30Zn, measured

at temperatures down to 4°K (Reed and
Mikesell?).

its mechanical properties significantly enough to affect the comparisons
made in Fig. 2.4.)

The effect of solute concentration on the extent of strain-hardening is
shown clearly by both the room-temperature and 20°K curves. In both
cases, the uniform elongation and tensile stress are greatest for the most
concentrated alloy. The influence of solute concentration on the rate of
strain-hardening is not demonstrated quite so well, but the general trend
is clearly visible. Apart from the initial parts of the room-temperature
curve for the admiralty brass and the 20°K curve for O.F.H.C. copper, the
strain rate at a given strain increases with solute concentration.

We saw in Fig. 2.2 that, for a series of copper-zinc single crystals,
the temperature dependence of the yield stress increased with alloy con-
centration. An indication of this effect is just visible in the polycrystals
of Fig. 2.4. Whereas it is impossible to detect the effect of concentration
on the yield stress at room temperature, it can be seen that the alloys have
higher yield stresses than the pure metal at 20°K.

The effect of temperature on the yield and plastic deformation of
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admiralty brass is shown in Fig. 2.5. The yield stress rises slightly as the
temperature decreases, but not nearly to the same extent as does the tensile
stress. The alloy is extremely ductile at room temperature, becoming even
more so at low temperatures. The 4°K curve shows a series of serrations
at strains greater than about 15%; this phenomenon is discussed at some
length in section 2.4. One effect of this discontinuous mode of plastic
deformation is to cause slight reductions in the tensile stress and uniform
elongation compared with the 20°K values.

Solution-hardening is only a moderately efficient method of increasing
the strength of a metal, and it is quite common for additional strength to
be obtained by cold-working. In Fig. 2.6, a series of stress—strain curves
are shown for cartridge brass (Cu-30Zn) that has been cold-drawn to the
“4-hard” condition. It can be seen that a considerable increase in yield
strength has been obtained but that this has taken place at the expense
of ductility. At room temperature, for instance, yield is followed immedi-
ately by the formation of a neck and plastic deformation takes place under
a decreasing applied stress. Not until the temperature drops to 76°K is
the material able to strain-harden sufficiently for significant amounts of
uniform elongation to occur.

Alpha-brasses are widely used for cryogenic purposes, especially for
the construction of laboratory cryostats and other small-scale equipment.
They have moderate strengths and good ductility: they are easy to machine
and can be soldered and brazed. Brass is relatively cheap and readily
available in many forms, including a particularly useful series of hard-
drawn, thin-walled telescopic tubes which are very convenient for cryostat
‘construction.

Another important series of copper-based alloys are the cupronickels.
Copper and nickel form a complete series of solid solutions whose strength
increases with nickel content. They usually also contain 0.3-0.8% man-
ganese as a deoxidant and up to 1% iron to improve corrosion resistance.
Copper-rich alloys containing 5, 10, 20, 30, 40, and 45% Ni are available
for a range of applications where their corrosion and wear-resistant pro-
perties are advantageous, such as in condenser tubes. These alloys may be
hot-worked with ease and the 20 and 309 Ni alloys in particular are very
malleable. It is possible to draw Cu-30% Ni cupronickel tubes down to
wall thicknesses of 0.1mm, and as such they are frequently used in cryostat
construction because of their low thermal conductivities (which drop
rapidly with increase in nickel content). The electrical resistivity of a
Cu-40% Ni alloy, known as Constantan, has the relatively high value of
~45p€)-cm, which is almost independent of temperature. Its thermal
conductivity is also low and it is widely used in wire form for heater
windings and as a thermocouple element.

The nickel silvers are ternary alloys which contain 7-30% nickel,
~60-65% copper, and the remainder zinc. They are single-phase, have
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quite good corrosion resistance, and are easily worked. They may be bent,
deep-drawn, and spun, and one nickel-silver in particular, German silver
(60-65% Cu, 20% Ni, 20-15% Zn), is widely used in cryogenic apparatus
in the form of thin-walled tubes. It is, however, less reliable and more
corrodable than the 70/30 cupronickel mentioned earlier and is becoming
obsolete (in fact, thin-walled stainless steel tubing is usually preferred to
both of these alloys). There is also another German silver alloy, the free-
machining a-8 type, which has a composition 47% Cu, 9% Ni, 41% Zn,
and 2% Pb. As this two-phase alloy is prone to porosity troubles, it is
not, however, likely to be used in thin-walled tubes for cryostat construc-
tion. '

2.1.4.2. Nickel-Based Alloys. Monel (68% Ni, up to 3% Fe, 0.5-
1.25% Mn, Bal Cu) is another important alloy in the copper-nickel series
frequently used where low thermal conductivities are required. It is also
very corrosion-resistant and, as this resistance is not affected by cold-
working or heat treatment, it is widely used in the fabrication of chemical
plants. However, care must be exercised during welding to avoid sulfur
contamination, which can cause serious embrittlement and stress corrosion
problems. It is also of particular use in rocket and other systems which
use liquid fluorine. Cold-drawing raises the room-temperature proof stress
of Monel 400 from ~45,000 psi to ~80,000 psi with a corresponding
reduction of elongation from 40 to 20%. Still higher strengths can be
obtained from the age-hardenable forms of the alloy as indicated in section
2.2,

Inconel (80-72% Ni, 14-17% Cr, 6-10% Fe) is another nickel-based
alloy with a low thermal conductivity and good corrosion resistance. Its
excellent oxidation resistance and good strength at temperatures up to
~750°C account for its widespread use in furnaces, exhaust manifolds,
chemical plants, etc., while its single-phase fcc structure also makes it ideal
for use down to the lowest temperatures. Cold-drawing increases the room-
temperature proof stress of Inconel 600 from ~37,000 psi to ~150,000
psi and decreases its elongation from ~38% to 7%. Still higher strengths
are obtained from the precipitation-hardened versions of this alloy.

2.1.4.3. Aluminum-Based Alloys. Aluminum and its alloys possess
a number of characteristics which make them suitable for use in cryogenic
applications, including low density, high toughness, good availability, and
ease of fabrication. There are two main groups of aluminum alloys which
receive their strength from solution-hardening: those having manganese
(3000 series)* and magnesium (5000 series) as the principal alloying ele-

*See Appendix I for a brief summary of the standard temper designation system for
aluminum alloys.
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ments. The 3000 series alloys contain between 1.0 and 1.5% manganese
and up to 0.7% silicon and iron. The 3003 alloy is most commonly used
for low-temperature applications such as tube plate heat exchangers, as it
contains little or no copper or magnesium and can thus be brazed in molten
salt baths using an aluminum-silicon brazing alloy. It is also readily
welded. In the annealed condition, its yield and tensile strengths are only
about 20%-50% higher than those of the commercially pure 1100 series
aluminum and it is widely used for tubes and other fabricated components.
Additional strength may be achieved by cold-working, but subsequent
welding lowers the strength of the heat-affected zone to that of the annealed
state.

Considerably higher strengths can be obtained from the 5000 series
alloys, whose major alloying addition is up to 5.5% Mg: minor alloying
additions whose concentration varies from alloy to alloy include manganese,
silicon, iron, and zinc. These alloys are weldable if the correct fillers and
welding techniques are used and have the additional advantage of requiring
no post-weld heat treatment. In general, weld strengths are high, reaching
42,000 psi for type 5456, which is widely used for the construction of
large storage tanks, transporters, heat exchangers, and other items of cry-
ogenic plant. Higher strengths are often attained by cold-working, but
this is usually accompanied by a reduction in their ductility and toughness
(see, for example, Fig. 2.15).

Aluminum alloys will be considered further in section 2.2, which
covers precipitation-hardened types.

2.1.5. Alloy Stabilized High-Temperature Phases

In a number of important alloy systems, solute atoms not only
strengthen the metal but also have a strong influence on the temperature
range over which a particular crystal structure is stable. There are two
main reasons for this effect: (a) the addition of solutes can raise or lower
the temperature at which the relevant allotropic or eutectoid phase trans-
formation takes place; and (b) large solute atoms diffuse so slowly through
the solvent metal that the reaction rate is lowered and the transformation
becomes very sluggish.

In some systems, the transformation temperature is lowered so much
that, when it is reached, the transformation is unable to occur and the
high-temperature phase is stabilized. There are two alloy systems of par-
ticular interest for cryogenic applications which belong in this category:
the austenitic iron-based alloys and the stabilized titanium alloys.

2.1.5.1. Iron-Based Alloys. At 910°C, pure iron undergoes an allo-
tropic transformation from the high-temperature fcc y-phase (austenite)
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to the low-temperature bec a-phase (ferrite). The maximum solubility of
carbon in the bee ferrite is 0.02 wt%, whereas up to 2.06 wt% is soluble
in the fcc austenite. An alloy containing carbon in concentrations between
these limits undergoes a eutectoid phase transformation at about 723°C
(eutectoid composition 0.8 wt% carbon), in which austenite transforms to
a binary mixture of ferrite containing 0.02% carbon and the hard inter-
metallic compound Fe,C, cementite.

Some alloying elements, including chromium, tungsten, vanadium,
and silicon, stabilize the bec ferrite by raising the transformation tempera-
tures. More important from a cryogenic point of view is that other ele-
ments, in particular manganese, nickel, cobalt, and copper, lower the
transformation temperatures and tend to stabilize the fcc austenite. As
nickel is added to steel, the eutectoid temperature is lowered, with a large
drop occurring at about 8% Ni, while more than ~29% Ni depresses the
transformation to below room temperature. At these temperatures, diffu-
sion rates are negligible but transformation can still take place via the
diffusionless shear (martensite) mechanism, this being the dominant
mechanism over the composition range 9-33% Ni. At higher nickel
contents (>42%), the high-temperature y-phase is completely stabilized.

A high-nickel alloy widely used at cryogenic temperatures contains
36 % nickel, 0.2% carbon, and 0.5% manganese and is known as Nilo 36
or Invar. The expansion coefficient of this alloy is almost zero between
0 and 100°C, while its linear thermal contraction between 300 and 0°K
is about one-sixth that of stainless steel. It is thus widely used for transfer
lines and pipework where contraction stresses have to be kept to a
minimum. It has a fully stabilized austenitic structure with moderately
high strength and good ductility, both of which improve at low tempera-
tures. Additional strength can be achieved by cold-work with little
decrease in ductility. Some welding problems initially encountered with
this alloy were found to be due to the formation in the weld and heat-
affected zones of low-melting point eutectics containing sulfur and selenium.
This trouble has now been overcome by using fillers containing 3%
manganese and 1% titanium, which preferentially combine with these
dissolved gases and contaminants to give sound, ductile weld deposits."

One of the most important classes of alloy used at very low tempera-
tures is the 300 series austenitic chromium-nickel stainless steels. These
steels were originally developed for their excellent corrosion resistance and
contain a range of minor alloying additions which increase their scaling
resistance, or improve machinability or weldability, etc. All of the steels
in this series are nominally austenitic at room temperature, but their sta-
bility at lower temperatures depends on their nickel content and other
factors which vary from alloy to alloy.

Type 310 stainless contains 24~26% Cr, 19-22% Ni, 2% Mn, 1.5%
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Si, and up to 0.25% C. Its nickel content is high enough to ensure com-
plete stability of the austenite phase down to the lowest temperatures even
during plastic deformation. A series of stress-strain curves for annealed
type 310 stainless is shown® in Fig. 2.7 for the temperature range 300-4°K.
At normal strain rates, the 300, 195, 76, and 20°K curves all show the
usual sequence of a gradual yield followed by work-hardening up to the
ultimate tensile stress and terminated by a more or less ductile failure.
The serrations shown in the normal 4°K curve, and for the high strain
rate at 20°K, are thought to be due to adiabatic heating and are discussed
further in section 2.4.2.

The effects of temperature on the yield and tensile strengths and the
percentage elongation of annealed type 310 are shown in Fig. 2.8. The
yield stress increases considerably on cooling from 300 to 4°K, as would
be expected for a solution-hardened fcc alloy. Similarly, the even greater
increase in tensile stress follows the pattern set by pure fcc metals. The
percentage elongation has a high value at room temperature and shows
a slight decrease below ~80°K.,

One possible disadvantage of this material is its relatively low yield
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stress in the annealed condition at room temperature. Accordingly, it is
often cold-worked for additional strength and, as can be seen from Fig.
2.8, 75% cold-rolling increases the room-temperature yield stress from
~30,000 psi to ~80,000 psi. This increase is, as usual, obtained at the
expense of the ductility, which is reduced to a few per cent at room tem-
perature and to just over 10% at 20°K. A decrease in temperature causes
a further rise in yield stress and an even greater increase in tensile stress.

The fully stabilized type 310 stainless steels are eminently suitable for
use at very low temperatures because of their reliability, availability, ease
of formation, and weldability. The liquid-hydrogen tanks of the Centaur
missile were, for example, fabricated from 75% cold-rolled type 310 sheet.
Fully stabilized austenitic stainless steels are also widely used in cryogenic
equipment which has to operate in a magnetic field, e.g., superconducting
magnet formers and bubble chamber bodies. Special high-nickel-content
casting alloys such as Kromarc-55 and modified CK 20 have been developed
recently for bubble chamber castings, but these alloys are not, as yet,
readily available in the wrought form. If very high strengths are required
the precipitation-hardenable A-286 alloy can also be used as it too is fully
stabilized (see section 2.2).

The nickel contents of most other 300 series stainless steels are too
low to ensure complete stability of the austenite, and transformation to
martensite occurs under certain conditions. The final transformation prod-
uct is the hard, relatively brittle, body-centered cubic @’ phase which is fer-
romagnetic (the fcc austenite is paramagnetic) and this enables the degree
of y—a' transformation to be obtained from direct or indirect measure-
ments of the magnetic permeability. In Table II, the intrinsic permeabili-
ties of a number of 300 series steels both after cold-work at room
temperature and cycling to 77°K are correlated with their compositions.
(The larger the intrinsic permeability, the higher the o’ content).

Table II. The Stability of 300 Series Stainless Steels

Intrinsic permeability at 300°K

(n=1) (H=200G) Composition, % Tensileh
Number strengt
. : fter
After CRat  Aftercycl ' Other ro SAdter
000K 05 fo7rokmms N Ot DLaGiggne CRpsi
310 0.005 (64% CR) 0.005 20.7 24.3 - 192,600

316 0.01 (84% CR) 0.004-0.01 13.4 17.5 2.4 Mo 194,100
347 3.12 (90% CR) 0.004-0.01 10.7 18.4 0.95 Nb 216,500
321 8.4 (70% CR) 0.004-0.01 10.3 18.3 0.68 Ti 201,300
304 3.7 (84% CR) 1 10.7*  159.0 — 302,800
301 18.0 (55% CR) (Large) 7.8 17.6 — 222,400

% The AISI composition limits for nickel in type 304 are 8-12%. This is a large range
and most commercial alloys have nickel contents of between 8.5 and 10%. The value
of 10.7% quoted is uncommonly high.
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As we saw earlier, type 310 is stable under all conditions. Type 316
shows only minimal evidence of transformation during cold-working at
room temperature or cycling to 77°K, but does transform during deforma-
tion at low temperatures. Types 347 and 321 show little spontaneous
transformation on cycling to 77°K but appreciable amounts of martensite
are formed during cold-working at room temperature and this is even
more pronounced after deformation at low temperature.

The behavior of a number of 304 and 304L alloys have been studied
in detail by Gunter and Reed®? and it is worth considering these alloys
in a little more detail. All alloys show considerable transformation after
cold-working at room temperature; the lower the nickel content, the
greater the amount of martensite formed by a given degree of celd-work.
A much greater variation is, however, found in their stability with respect
to cycling between 300 and 77°K and this can be correlated with small
variations in the carbon and nitrogen contents. These elements tend to
stabilize the austenitic phase and hence 304 alloys with high carbon and
nitrogen contents are less likely to transform spontaneously to martensite
than those with low carbon and nitrogen contents.

More detailed study of the martensite transformation of austenitic
stainless steels has shown that there is an intermediate hexagonal-close-
packed ¢ phase formed prior to the body-centered «’ phase. Careful
metallographic and X-ray analysis has enabled the amounts of ¢ and o’
present to be correlated with the characteristic features of the stress-strain
curves of these metals. In Figs. 2.9 and 2.10, the stress-strain curves of
two different type 304 alloys are shown for temperatures at and below
300°K. Figure 2.9 is for an alloy with the relatively high carbon content
of 0.055%, which shows little spontaneous transformation on cycling to
77°K. Figure 2.10 is for a 304L alloy containing 0.017% carbon, which
does transform spontaneously on cycling to 77°K and which had been so
treated as to contain 7.5% «’ prior to testing at the various temperatures
shown.

Examination of the 76°K curve of Fig. 2.9 shows that yield is followed
by a region of low strain-hardening which lasts up to ~8% strain. During
this deformation, there is considerable y—e¢ transformation, with up to
36% ¢ having been found at a strain of 8%. At higher strains, the rate
of work-hardening increases considerably and this corresponds to the onset
of significant transformation to the harder o’ phase. In contrast, the 76°K
curve of Fig. 2.10 shows that yield is followed immediately by a high rate
of work-hardening. This alloy already contained 7.5% spontaneous o
prior to the test and plastic deformation of 76°K rapidly increases the o’
content.

The high work-hardening rates of these metastable stainless steels at
and below 76°K are thus the result of a stress-induced martensitic trans-
formation. Further confirmation of this hypothesis may be obtained from
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a comparison of the work-hardening rates at 76°K of the metastable type
304 alloys of Figs. 2.9 and 2.10 and the stable type 310 of Fig. 2.7. Com-
paring these rates at a convenient strain of 18% shows that the 304 alloys
work-harden between three and seven times more rapidly than the type
310.

Type 301 stainless, with a composition of 16-18% chromium and
6-8% nickel, has the lowest nickel content of the 300 series steels and is
the least stable. A large amount of y—a’ transformation occurs during
deformation at room temperature and a correspondingly high work-harden-
ing rate is obtained.

The presence of large quantities of o’ in the metastable 300 series
steels can thus result in a considerable increase in their strength compared
with that of the stable 310 alloy and this is obviously of interest in appli-
cations where high strength/weight ratios are required. Measurements of
the notched-tensile strength of these alloys has, however, shown a serious
decrease in this property below 76°K in those alloys that have a high
percentage of the intermediate e phase formed at low strains. It is probable
that this is caused by the relative ease with which cracks can be nucleated
in the hexagonal-close-packed ¢ phase. Alloys that have been extensively
cold-worked prior to deformation and which therefore contain a large
proportion of &’ do not show this decrease in notched-tensile strength and
neither do the stable 310 type alloys.

It may thus be concluded that the martensitic transformation in aus-
tenitic stainless steels has a considerable influence on their mechanical
properties at low temperatures. Before using these materials, it is important
to consider the possible effects of spontaneous or stress-induced martensitic
transformation on the material in its proposed application. Not only are
the strength and toughness liable to be affected but, as we saw earlier, the
magnetic permeability will increase considerably if martensite is present,
a factor of obvious importance in, for example, bubble chamber construc-
tion, where high magentic fields are present. Furthermore, the y—a’
transformation results in dimensional changes which could adversely affect
the performance of, for example, a low-temperature expansion turbine,
which has a very small tolerance on its bearing clearances. In this case, a
nontransforming steel should be used or, if this is not possible, the part
should be cycled to, and held at, low temperatures long enough for trans-
formation to occur prior to final machining.

We saw earlier that austenite stability was improved if the nitrogen
content of type 304 stainless was increased. There is also a considerable
increase in yield strength to be gained by relatively small additions of
nitrogen to these austenitic stainless steels and this factor has been exploited
in the recent development of the “Hi-proof” grades of 304, 316, and 347.
These steels contain approximately 0.2% nitrogen and have proof and
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tensile stresses about 15,000 psi higher than those of the normal grades:
their ductilities are slightly lower than those of the untreated grades
(~35% and ~46% elongation, respectively, at ambient temperature) but
this is not considered a serious drawback.

The austenitic stainless steels are in general considered to be readily
weldable by both manual arc welding and by semiautomatic and fully
automatic gas shielded metal arc techniques. There are, however, two
main types of defect associated with welds in stainless steel, “weld decay”
and “hot cracking.” Weld decay occurs in some types after they have been
heated within the temperature range 400-800°C and is due to the precipi-
tation of very thin intergranular films of chromium carbides (mainly Cr,C),
an effect known as “sensitization.” The carbide films are formed when
carbon combines with chromium from the matrix and so depletes the layer
of metal adjacent to the grain boundary that its corrosion resisiance is
seriously impaired. The heat-affected zones are typically about -4 in.
away from the edge of the weld and intercrystalline corrosion cracks can
be formed in these regions if the material is exposed to certain corrosive
environments. From a cryogenic viewpoint, the sensitization of stainless
steels such as type 304 is particularly undesirable because the embrittling
effect of the carbide film also causes the impact strength to decrease rapidly
below ~100°K.

Sensitization, and hence weld decay, can be avoided if the carbon
content is reduced to 0.03% (as in type 304L), but this in turn increases
the probability of low-temperature martensitic transformation. Alterna-
tively, carbide-forming elements such as titanium (in types 316 and 321)
and niobium (in types 318 and 347) can be added to the alloy to combine
with the excess carbon and prevent chromium depletion. Niobium stabili-
zation is in fact becoming the preferred method because titanium-stabilized
steels occasionally suffer from a defect known as “titanium streaking.”
This arises if there is more titanium present than is necessary to combine
with the excess carbon (six times the carbon content in excess of 0.02%)
and this extra titanium forms stringers which can extend through the thick-
ness of thin-walled tubes and create leak paths. A further reason for prefer-
ring niobium for stabilization, especially in filler rods, is the high rate at
which titanium is oxidized during welding. The only drawback to niobium-
stabilized steels is their liability to hot-cracking during welding of thick
sections, but thicknesses less than ~3 in. are considered satisfactory.

Hot-cracking in austenitic stainless steels takes place when contrac-
tional stresses open up cracks along the planes of weakness which occur
between the large columnar crystals formed in the throat of a weld. It is
avoided by using filler rods containing 2-4% molybdenum, which refines
the grain structure of the weld and forms small islands of free ferrite
(~6% free ferrite is considered necessary to prevent hot-cracking). Care
must be taken when welding the nitrogen-bearing steels discussed earlier,
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as the nitrogen can diffuse out of the parent metal during welding and, as
it is an austenite stabilizer, it may render the weld metal completely aus-
tenitic and thus liable to hot-cracking. This is best avoided by ensuring
that there is adequate free ferrite present in the filler metal to compensate
for this effect.

Finally, if high-chromium-content austenitic or ferritic steels are
heated to between 600 and 950°C for long periods, an ordered, body-
centered iron-chromium structure called sigma phase can be formed. This
can cause severe embrittlement at room temperature and its formation
should be avoided. Further discussion of this topic is, however, outside
the scope of this text, but it has been reviewed recently.”

As stated earlier, manganese is also a strong austenite stabilizer and
the only other cryogenically important group of stainless steels are the
high-manganese, chromium-nickel 200 series, typified by type 202, which
contains 18% chromium, 5% nickel, and 8% manganese. A more recently
developed® alloy with improved cryogenic toughness contains 15% man-
ganese and has tensile and yield strengths that are 25,000 psi greater than
the corresponding strengths for type 304 at room temperature. Such low-
nickel-content stainless steels may become more widely used if the current
nickel shortage continues or intensifies.®

2.1.5.2. Titanium-Based Alloys. Pure titanium undergoes an allo-
tropic phase change at 882°C from the hcp a-structure to the high-
temperature bee B-structure. Some alloying elements such as aluminum
and tin have greater solubilities in the a-phase than in the B-phase and
tend to stabilize the a-phase by raising the temperature of the «— trans-
formation. Other elements, including molybdenum, niobium, vanadium,
iron, chromium, and manganese, are more soluble in the S-structure and
stabilize this high-temperature phase.

Titanium alloys may be divided into three main groups: single-phase
a, single-phase B, and duplex a + f types. All were initially developed
for use at temperatures up to about 500°C in aerospace applications, where
their combination of good resistance to corrosion and oxidation and high
strength/weight ratios could justify their greater cost. The 8-phase alloys
are more easily worked than the «-alloys, but are generally weaker and
less stable at high temperatures. For cryogenic applications, they have the
additional serious drawback of undergoing a ductile/brittle transition at
about 200°K and are thus rarely if ever used below room temperature.

The aluminum-stabilized a-phase alloys are relatively difficult to
fabricate but are strong, stable, and oxidation resistant at high temperatures.
They do not undergo a ductility transformation at low temperatures but
show a very useful increase in yield strength as the temperature decreases.

* See note on page 88.
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In sections 1.6 and 1.7, it was shown that hcp metals such as a-titanium
are in this respect intermediate between fcc and bcc metals and are, in
principle, potentially useful for low-temperature applications. As already
mentioned, the main obstacle to their successful exploitation has been the
difficulty in reducing the concentration of interstitials, especially oxygen,
to an acceptably low value. Special extra low interstitial (E.L.I.) grades
of the a-stabilized Ti~-5A1-2.5Sn and the (a + S8)-phase Ti-6Al-4V, which
guarantee a maximum oxygen content of 0.12 wt%, are now available for
cryogenic use. It has been shown® that oxygen concentrations above this
value lead to excessive notch brittleness below 77°K, especially for severely
notched specimens. v

It is believed that the deleterious effect of oxygen in titanium can be
attributed to the formation of an interstitial solid solution and the inter-
actions between interstitial impurities and dislocations of both edge and
screw character. In this respect, the metal is similar to typical bcc metals.
Substitutional impurities, on the other hand, interact only with edge dis-
locations as in an fcc metal, and do not lead to embrittlement.

There is one further factor to be considered, and that is the effect of
the residual iron present in the titanium sponge after reduction. Although
this is usually only 0.1-0.2%, iron is a very strong S-stabilizer in titanium
and so will tend to counteract the a-stabilizing effect of the aluminum
and tin. As long as the iron content does not exceed 0.2%, the effects are
acceptable, but higher concentrations lead to a reduction in the notched-
tensile strength.

Titanium alloys are outstandingly attractive for those cryogenic ap-
plications in which the strength/weight ratio is critical. In Fig. 2.11, the
yield strength/density ratio is shown as a function of temperature for a
titanium alloy, a stainless steel, and an aluminum alloy. The differences
between these metals are barely significant at room temperature, but the
superiority of titanium is unquestionable at or below 77°K. High strength/
weight ratios are required for the pressure vessels used to contain liquid
or pressurized helium in rockets and space capsules, and the Ti-5A1-2.5Sn
a-alloy is generally chosen for use at or below 20°K, while the Ti-6Al1-4V
(a + B)-alloy is considered acceptable down to 77°K.

Despite the undoubted strength of titanium alloys at low temperatures,
their moderate room-temperature strengths can sometimes be a drawback,
especially if the design of a component has to be based on its room-tem-
perature strength. Attempts at improving the strength of Ti-5A1-2.5Sn
alloys by cold-rolling have met with little success, there being little im-
provement in their room-temperature strengths while notched-tensile
strengths at 20°K are seriously reduced.

Some improvement in the toughness of the single-phase alloys can
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be achieved” by processing and fabricating in the B-field. This type of
treatment is, however, much more common for the duplex (« + B)-alloys,
where fine-grained structures can be obtained by forging the material in
the temperature range in which the a separates from the §.

2.2. YIELD AND FLOW IN PRECIPITATION-HARDENED
ALLOYS

There are a large number of alloy systems in which precipitation-
hardening is possible and the details of the heat treatment and the resultant
structures vary from alloy to alloy. In general, however, fine coherent
precipitates or zones form first, further aging transforms them into larger,
less coherent intermediate precipitates, while overaging results in a coarse
distribution of precipitates of the equilibrium phase. The mechanical
properties of these alloys, and the way in which they vary with tempera-
ture, depend on the type, shape, size, and distribution of the precipitates.
It is, however, possible to make a few general comments on their yield
and plastic deformation, as these processes depend basically on the nature
of the interactions between precipitates and dislocations.

Under the influence of an applied stress, dislocations move along
their slip planes until they become obstructed. If the obstacle is a precipi-
tate, there are two main ways in which the dislocation may overcome this
barrier to its motion: It may cut through the precipitate, or bypass it. In
lightly aged alloys with fine coherent precipitates or zones, it is usually
possible for the dislocations to cut through the zone once the stress reaches
a high enough value. This is reflected in the sharpness of the yield in this
type of alloy. Work still has to be done to force subsequent dislocations
through the precipitates, but in general this does not lead to a significant
increase in the flow stress and the strain-hardening rate is low.

In more heavily aged alloys, where the precipitates are coarser and
often incoherent, it is much more difficult to force dislocations through
the particles and they start to bend around them. A residual dislocation
loop is left around a precipitate by each dislocation that bypasses it and
this has the effect of reducing the interparticle spacing. Every important
theory of precipitation-hardening leads to an inverse relationship between
the particle separation and the stress necessary to force dislocations between
them, ¢ oc 1/d, and each dislocation that passes between two precipitates
effectively reduces the space between them. This increases the stress neces-
sary to force the next dislocation through the gap and gives a relatively
high rate of strain-hardening.
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2.2.1. Simple Binary Alloys

One of the most investigated and best understood alloy systems that
can be heat-treated to produce precipitates is that of aluminum containing
a few per cent copper: it is also the basis for the 2000 series alloys, which
are widely used down to cryogenic temperatures. Thus, it is not only a
relevant alloy system, but also one which is simple enough for changes in
particle size and distribution to be correlated with their effect on the gross
mechanical properties of the alloy.

Shear stress—strain curves are shown® in Fig. 2.12 for a number of
single crystals of an Al-4.5 wt% Cu alloy which have been heat-treated
to produce a number of different precipitate configurations. The tensile
tests were carried out at 77°K to avoid the possibility of strain-induced
precipitation, which can lead to complications at higher testing tempera-
tures. Curve 1 is for the as-quenched condition with all the copper retained
in solid solution and it shows a considerable increase in yield stress com-
pared with that of the pure metal (~100 g/mm?). The actual value of the
yield stress is quite sensitive to crystal orientation, as is the rate of strain-
hardening during easy glide. The large extent of the easy glide region is
consistent with the theories of solution-hardening outlined in section 1.8.
Curve 2 is for a crystal aged at 130°C for two days to produce fine,
coherent, disk-shaped G.P.1 zones. The yield stress is much higher and
the sharp yield is usually followed by a period of yield elongation. The
strain-hardening rate is only slightly higher than that of the solution-
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hardened alloy and it is thought that dislocations are able to cut through
the G.P.1 zones once the yield stress is exceeded.

In the third crystal, an aging treatment of 274 hr at 190°C has pro-
duced larger, slightly less coherent, G.P. 2 zones (also called 8" precipitates)
and 6’ precipitates. This represents the optimum aged condition, despite
the slightly lower yield stress shown in curve 3. Of much greater signifi-
cance is the much higher initial strain-hardening rate, which implies that
dislocations are no longer able to cut through the precipitates but have to
move around them. Finally, curve 4 is for an overaged crystal which
contains coarse particles of the equilibrium 6 (CuAl)) phase. The yield
stress is low because the precipitates are too widely spaced to exert much
direct influence on the moving dislocations. Their main effect is to
encourage secondary slip in the earliest stages of deformation and to bring
about a high rate of strain-hardening. The parabolic nature of curves 3
and 4 suggest that some cross-slip or other relief mechanism can operate
during the latter stages of deformation.

The general pattern shown by this alloy system, i.e., low strain-
hardening rates associated with fine, coherent precipitates and higher rates
with coarser, less coherent particles, is confirmed by further work on the
aluminum-copper,®?® aluminum-silver,® copper-beryllium,” and copper-
cobalt” systems. Furthermore, the inverse relationship between yield stress
and particle spacing has been experimentally verified for these and many
other precipitation- or dispersion-hardened systems, in particular for cop-
per containing SiO,, BeO, and ALO; particles.”

The temperature dependence of the yield and flow stresses in heat-
treated alloys is also determined basically by the size and shape of the
particles they contain. We have just seen that dislocations are able to cut
through thin, coherent precipitates such as G.P.1 zones. Liebfried® has
shown that thermal fluctuations are able to reduce the stress necessary to
force dislocations through the zones, and hence the yielding process is
thermally activated. At very low temperatures, there is less thermal energy
available and larger applied stresses are necessary before the zones can be
cut. This is reflected by the increase in yield and flow stresses below about
150°C shown® for single crystals of Al-2 wt% Cu containing G.P. 1 zones.

In contrast, the yield and flow stresses of single crystals of Al-20 wt%
Ag are virtually temperature-independent.”? The incoherent precipitates
present in this alloy are spheres about 50 A in diameter, and in this case,
thermal fluctuations are unable to reduce the stress needed to cut through
the precipitates.

This effect of particle size and shape on the temperature dependence
of the yield stress in heat-treated alloys is shown® clearly in Fig. 2.13 for
a series of Al-1.7 wt% Cu crystals aged to produce different precipitate
configurations. The critical resolved shear stress 7, of crystals containing
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Fig. 2.13. Effect of precipitate structure on the temperature dependence of the yield
stress of A1-1.7% Cu alloy crystals (after Byrne ef al.26).

thin G.P. 1 zones increases more at low temperatures than either of the
crystals containing the larger G.P.2 zones. As these zones develop into
0’ precipitates, the temperature dependence of 7, decreases further and
finally almost disappears for the coarse, incoherent particles of CuAl,
which constitute the #-phase.

So far, we have only considered the deformation of these alloys in
single-crystal form, but polycrystals behave in a similar manner, especially
when the alloy has been aged to peak hardness. This is reasonable, as the
barriers to dislocation movement set up by the precipitates are far more
numerous than those which result from the grain boundaries in polycrystals.

2.2.2. Precipitation-Hardened Alloys Used in Cryogenic Applications

2.2.2.1. Aluminum-Based Alloys. Most commercially available, heat-
treatable alloys are far more complex than the simple, binary alloys we
have just considered. For example, the specification for a 7075 alloy shows
it contains 5.1-6.1% Zn, 2.1-2.9% Mg, 1.2-2.0% Cu, 0.7% Fe, 0.5% Si,
and more than 0.1% Cr, Mn, and Ti. There are, consequently, precipitates
of many different shapes and sizes as well as solute atoms present in the
alloy in its hardened state. Nevertheless, it is instructive to see how closely
the results obtained from the simple, binary alloys are reflected by their
more practical counterparts.

There are a large number of aluminum alloys currently in use and
extensive compilations of data are available on their mechanical properties.
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In this section, we will examine the properties of two typical precipitation-
hardened alloys, types 2014 and 7075, and compare them with those of a
solution-hardened alloy, type 5052, and commercially pure aluminum,
type 1100. The commercially pure aluminum is given first, Fig. 2.14(a)
to establish the effect of temperature on its yield and tensile strengths so
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Fig. 2.14. Variation with temperature of the yield and tensile strengths of; (a) type 1100
aluminum in the O and H14 conditions, (b) type 2014 alloy in the O and T6 conditions,
(c) type 7075 alloy in the O and T6 conditions, and (d) type 5052 alloy in the O and H34
conditions (data from McClintock and Gibbons8).
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that it may be used as a standard of comparison for the alloys which
follow. The 2014 alloy of Fig. 2.14(b) contains between 3.9 and 5.0%
Cu as its main alloying addition, 1.0% Fe, 0.4-1.2% Mn, 0.5-1.2% Si,
and small amounts of Cr, Zn, and Ti. It is a typical member of the well-
established 2000 series of alloys which can be aged to give moderately
high yield and tensile strengths. The 7075 alloy of Fig. 2.14(c), whose
composition was given earlier, is a typical member of the 7000 series alloys,
which can be heat-treated to give strengths higher than those obtainable
from the 2000 series alloys. Finally, Fig. 2.14(d) shows the behavior of a
solution-hardened 5052 alloy whose major alloying addition is 2.2-2.8%
Mg, but which also contains 0.45% Si and Fe, 0.15-0.35% Cr, and small
amounts of Cu, Mn, and Zn. In many applications, the alloy is also cold-
worked to give it additional strength.

The effect of temperature on the yield and tensile strengths of com-
mercially pure aluminum shown in Fig. 2.14(a) is similar to that illustrated
in Fig. 1.12 for O.F.H.C. copper. In the annealed and recrystallized O
condition,* the yield stress is virtually temperature-independent, while
the tensile stress increases strongly as the temperature falls. Cold-working
to the half-hard H14 condition raises the yield stress at 300°K from 5000
to 16,000 psi and increases its temperature dependence very slightly. The
tensile stress at 300°K is raised from 13,000 to 18,000 psi by this treatment
and this additional 5,000 psi persists down to the lowest temperatures.

The 2014 alloy of Fig. 2.14(b) is shown for two tempers, the O and
T6 conditions. In the annealed and recrystallized “O” condition, the alloy
has been grossly overaged and the large precipitates of the equilibrium
CuAl, phase are very widely separated (~10 pm apart). This is too large
a separation for them to exert much influence on the yield process, and
the temperature dependence of the yield stress increases strongly, especially
below ~160°K, a reflection of the strong temperature dependence of the
ﬂowcstressT of the pure metal. The main influence of the precipitates is to
encourage multiple slip and a high rate of strain-hardening.

In the T6 condition, the alloy is artifically aged and contains G.P. 2
zones and 6’ precipitates. Although thicker than G.P. 1 zones, these zones
are still thin enough for thermal activation to influence the yield process

* A brief summary of the standard temper designation system for aluminum alloys is
given in Appendix I.

TThe temperature dependence of the tensile stress cannot be related directly to that of
the flow stress because, whereas the flow stress can be quoted for a given value of strain,
the strain or elongation at which the engineering stress becomes a maximum is itself a
function of temperature. However, a crude indication of the effect of temperature on
the flow stress can be obtained from the variation of the yield and tensile stresses with
temperature. If the curves are parallel, the temperature dependence of the flow stress
is the same as that of the yield stress. If the curves diverge, the flow stress increases
more rapidly with decreases in temperature than does the yield stress. If they converge,
then the flow stress is less temperature-dependent than the yield stress.
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and the yield stress increases quite steeply below ~ 150°K. This is
analogous to the behavior shown in Fig. 2.13 for the Al-1.7 wt% Cu alloy
containing G.P.2 zones. The temperature dependence of the tensile
strength is virtually the same as that of the yield strength, indicating that
in the fully hardened condition both yield and subsequent plastic flow are
controlled by the interaction of dislocations with the thin zones present.

The 7075 alloy of Fig. 2.14(c) contains more alloying elements than
the 2014 and develops higher yield and tensile strengths. Even in the
annealed and recrystallized condition with large, well-separated precipitates
of the equilibrium phase, the yield and tensile strengths of the 7075 alloy
are about 5000 psi higher than those of the 2014 alloy at 300°K. This
can probably be attributed to solid solution-hardening by some of the
minor alloying elements: the slightly higher temperature dependence of
the yield and tensile stresses lends support to this conclusion. In the fully
hardened condition, both yield and tensile strengths have a temperature
dependence similar to that of the 2014 alloy.

Finally, Fig. 2.14(d) shows the behavior of a 5052 alloy in both the
O condition and after cold-working and stabilization to the half-hard H34
condition. The yield stresses, especially below 150°K, are more tempera-
ture-dependent than those of either of the precipitation-hardened alloys or
those of the pure metal, this being analogous to the effect shown in Fig.
2.2 for single crystals of copper-zinc alloys. The tensile stress of both the
O and H34 conditions increases rapidly as the temperature falls below
~200°K in a very similar manner to that shown by the pure metal. It
would thus appear that solution-hardening has little or no effect on the
temperature dependence of the flow stress in aluminum alloys, its main
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Fig. 2.15. Variation with temperature of the ductility of types 1100, 2014, 7075, and 5052
aluminum alloy in the annealed and cold-drawn or heat-treated conditions (data from
McClintock and Gibbons?).
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effect being seen in the increased temperature sensitivity of the yield stress.

The effect of temperature on the ductility of these alloys is also
highly relevant to a consideration of their suitability for use at low tem-
peratures. Figure 2.15 shows how the elongation of each of the four alloys
varies with temperature. As might be expected, the pure metal is the most
ductile, becoming even more so as the temperature falls. Cold-rolling
halves the elongation at room temperature, but has less effect on its value
at lower temperatures. The solution-hardened 5052 alloy is quite ductile
at room temperature when in the annealed and recrystallized state and its
elongation increases as the temperature is lowered to approach that of the
pure metal at 20°K. Cold-working, however, causes a drastic decrease in -
the elongation at 300°K, although this is partially offset by its very rapid
rise at lower temperatures. Of the two precipitation-hardened alloys, type
2014 is the more ductile, both in the O and T6 tempers. Furthermore, its
ductility improves as the temperature falls. In contrast, the elongation of
type 7075 in the hardened condition decreases at low temperatures, especi-
ally below ~100°K. As this loss of ductility is accompanied by a decrease
in notch toughness and impact strength, the alloy is not recommended for
use at low temperatures.

The characteristic mechanical properties of aluminum and its alloys
are summarized in Table III and Fig. 2.16. These give data and stress—strain
curves at 300, 78, and 4.2°K for pure aluminum and for a B.95 alloy™®
(very similar to a 7075) in both the as-quenched and fully hardened con-
ditions. In the as-quenched condition, the alloying elements are in solid
solution and the curves are typical of a solution-hardened alloy, showing
relatively moderate yield stresses, high strain-hardening rates, and reason-
able ductilities. In the fully hardened condition, the alloy has a very
limited capacity for strain-hardening and the high tensile stress is reached
after a short period of uniform elongation.

Further insight into this behavior can be obtained by comparing the
measured with the true tensile and fracture stresses given in Table III.
For both the pure metal and the unheat-treated alloy, the uniform reduc-
tion in area prior to necking increases as the temperature falls, and the
true tensile strength is considerably higher than its measured value at 4°K.
Furthermore, in the pure metal, and to a lesser extent in the unhardened
alloy, there is at all temperatures a further large reduction in area prior
to fracture, and the true fracture stresses are, in consequence, much higher
than the measured values. In the hardened condition, however, the uniform
reduction in area decreases as the temperature falls and a neck develops
after a small amount of plastic deformation. There is little further defor-
mation in the neck prior to fracture and the true fracture stress is not
much above the measured value. At 4.2°K, the true fracture stress of the
hardened alloy is, in fact, slightly lower than that of the pure metal and,
as we saw in section 1.7, it has been suggested that this high potential
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Table III. Data on Aluminum and Its Alloys®

True Reduc- True

Tensile Uniform

p Stress at .7 . Uniform

Metal T:gllggr- strength reduction stt::nsgfh fracture ;11%2 g: frsa::é\slsre elonga-~
oK a3, in area S, fracture S, tion

kg/mm? ¢p, (%) kg/mm? kg/mm dx, % kg/mm? eks o

4.2 32 30 45 30 57 115/70 47
Pure 78 16 26 21 8 89 70/58 42
aluminum 45, 8 18 9 5 95 5420 29
B. 95 4.2 55 8 60 55 19 70/66 14
(Un- 78 45 7 49 45 22 58/57 12
hardened) 300 34 6 36 33 22 45/41 10
B. 95 4.2 83 1 84 83 11 97/89 2
(Hard- 78 75 3 78 75 13 88/85 5
ened) 300 65 7 69 63 19 80/75 8

2 The true tensile stress Sp is obtained by dividing the measured tensile stress ¢ p by the
effective cross-sectional area (1—¢5). Due to the difficulty of obtaining accurate values
of fracture stress ¢, and final reduction in area ¢k, maximum and minimum values are
given for the true fracture stress Sk.

strength might be exploited by the plastic deformation of pure metals at
temperatures near absolute zero.

The general pattern shown by these three metals, that is, for an
increase in strength to be almost invariably accompanied by a decrease in
ductility, is typical of many alloy systems. It illustrates one of the basic
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Fig. 2.16. Stress-strain curves for pure aluminum and for a B.95 alloy both in the as-
quenched and fully hardened conditions (after Klajvin and Stepanov?3),
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dilemmas which confront the materials technologist, how best to combine
high strength with adequate ductility and toughness. This problem will
be discussed further in chapter 3 once the basic aspects of fracture have
been considered.

2.2.2.2. Other Alloy Systems. We have considered at some length
the properties of aluminum alloys because they are probably the best
understood of the heat-treatable alloy systems as well as being in very
widespread cryogenic use. There are also a number of other precipitation-
hardenable alloys used at low temperature, but lack of space prevents more
than a brief examination of some of the most important of them. As we-
have seen, metals with an fcc structure are the most suitable for use at
very low temperatures, and most fcc alloys obtain their strength from
solution-hardening. A few, however, can be heat-treated to give higher
strengths, and these include the nickel-based alloys Inconel and Monel,
beryllium copper, and various stainless and other types of steel.

The composition of normal Inconel is approximately 78% Ni, 15%
Cu, and 7% Fe. The addition of ~2.5% Ti and 1% Al produces Inconel
X, which is hardened by the precipitation of the intermetallic compounds
Ni;Al and Ni,Ti. This alloy has a high strength/weight ratio, good cor-
rosion resistance, weldability, and formability as well as excellent high-
and low-temperature strengths. For these reasons, it has been widely used
for bolts, fasteners, and other components of missiles which are liable to
experience both very high and very low temperatures.

Monel varies somewhat in composition, but is basically ~63% Ni,
~30% Cu, ~2% Fe plus small amounts of Mn, Si, etc. The addition of
2-4% Al and 0.25-1% Ti gives K Monel, and this is heat-treatable to
produce precipitates of Ni,(Al, Ti), which strengthen the alloy. K Monel
is most commonly used where complicated shapes have to be formed from
soft sheet material, as fabrication and welding can be done in the solution-
treated condition prior to age-hardening.

There are a number of other heat-treatable, high-strength nickel- or
cobalt-based alloys originally developed for their high-temperature strength
and corrosion resistance which have since been found suitable for use at
low temperatures. These include Inconel 718, S Monel, Hastelloy, Rene
41, Haynes 25, Elgiloy, etc.

One of the few copper-based alloys that can be heat-treated is beryl-
lium copper. It contains ~1.8% beryllium and can be aged to give yield
strengths of ~100,000 psi at room temperature compared with the ~10,000
psi typical of the pure metal. Both yield and tensile strengths increase at
low temperatures, while the ductility remains adequate. However, the
presence of the precipitates considerably decreases the thermal and electrical
conductivities and, since as in most applications pure copper is used because
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of its high conductivity, this factor weighs heavily against the use of the
precipitation-hardened alloy.

Finally, some steels are precipitation-hardenable, e.g., an A-286 alloy
containing ~25% Ni and ~15% Cr retains the fcc austenite phase down
to the lowest temperatures. The presence of ~2% Ti among the minor
alloying constituents allows particles of the intermetallic compound Ni;Ti
to be precipitated during aging. Ductility is not impaired by this treat-
ment and moderately high strengths (o, = 120,000 psi) are achieved at
room temperature and below. The material is frequently used for low-
temperature fasteners, although its strength is lower than that of Inconel X.

The 17-7PH and related steels do not have a high enough nickel
content (17% Cr, 7% Ni, 1.2% Al) to stabilize the austenite phase and
are martensitic in structure. They can be heat-treated to give yield strengths
of over 200,000 psi, but below ~100°K, their ductility drops to zero and
they are rarely used at very low temperatures.

The more recently developed Maraging steels have yield strengths of
~250,000 psi at room temperature, rising to almost 400,000 psi at 20°K.
There are a range of compositions possible; one of the most common con-
tains 18% Ni, 8% Co, and 5% Mo, as well as some Tiand Al. Due to their
low carbon content (~0.03%), the martensite formed is soft and ductile in
the unhardened state and machining is easy. Aging results in the precipi-
tation of an intermetallic nickel compound (+Mo,Ti, etc.) which is respon-
sible for the high strengths. Elongations of about 4% are typical of the
hardened alloy and the ductility does not decrease at low temperatures. The
material thus has potential for cryogenic applications in situations where
its low ductility is not a drawback, e.g., as the grips or anvils of testing
machines.

In conclusion, the technique of precipitation-hardening allows the
production of many of the highest-strength alloys in use today. These
high strengths are usually achieved at the expense of ductility and tough-
ness and it is important that great care is taken in their specification if
serious failures are to be avoided.

2.2.2.3. Welding Precipitation-Hardened Alloys. Most small com-
ponents which can be fabricated while in the unhardened condition require
no further attention after heat treatment. Larger objects, however, often
have to be assembled from smaller components because suitably large
facilities are not available for heat treating the finished article. Welding
is one of the most widely used assembly techniques, but its use with heat-
treated alloys requires some care. Apart from specific problems such as
joint efficiency and weldability of the particular alloy concerned, there are
also more general issues involved. Age-hardened alloys derive their strength
from a carefully controlied sequence of heat treatments which are designed
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to produce the optimum distribution of zones or precipitates in the metal.
The heating and cooling cycles induced in the weld and heat-affected zone
almost invariably destroy this aged structure and lower the strength of the
affected regions. Some alloys are able to age-harden naturally and partially
regain their former strength, while in others the weld metal strain hardens
so rapidly that it reaches the strength of the parent metal after a small
amount of deformation. In general, however, there are only two ways of
overcoming this loss of strength: carry out a full post-weld heat treatment
or, if this is not possible, redesign the joint to operate at a lower stress
level compatible with the strength of the weld metal.

2.3. YIELD AND FLOW IN TWO-PHASE ALLOYS

We have now covered two of the most important groups of alloys,
those that are strengthened by solutes and those by precipitates; the other
main group of alloys are those in which its microstructure contains two
or more distinct phases. There is no hard and fast distinction between
precipitates and second phases, but it is often convenient to limit the use
of the term second phase to particles that can be resolved by conventional
optical microscopy.

There are many different types of two-phase (duplex) microstructure,
but in general they may be grouped as follows. Those in which: (1) the
second phase is ductile and is softer than the matrix, e.g., lead in free-
cutting brass; (2) the second phase is ductile but is harder than the matrix,
e.g., (a—P)-brass, (a—pP)-titanium, etc.; (3) the second phase is brittle but
is softer than the matrix, e.g., graphite in cast iron; (4) the second phase
is brittle and harder than the matrix, e.g., cementite in steel.

In each case, the properties of the alloy depend not only on the volume
fraction of the second phase but also on its size, shape, and distribution.
In general, it has its most beneficial effect when finely divided and distrib-
uted uniformly throughout the material. In contrast, the preferential dep-
osition of a hard and brittle second phase as a continuous film along the
grain boundaries can seriously weaken the alloy. This occurs, for example,
when small amounts of bismuth, antimony, or lead are added to copper,
or when stainless steel is sensitized (cf. section 2.1.5.1).

A further important factor is the shape of the second-phase particles.
In many alloy systems, the second phase forms on cooling through a solid-
state transformation and its shape depends on the rate of cooling through
this transformation range. Acicular (needlelike) microstructures are gen-
erally formed by rapid cooling, whereas slow cooling produces a more
equiaxed structure. Additional control over the grain structure can be
achieved by cold-working, which tends to produce an oriented texture, or
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by suitable annealing treatment, which can spherodize previously acicular
structures. Although the detailed effect of these treatments vary from alloy
to alloy, equiaxed or spherodized microstructures tend to produce tougher
materials.

2.3.1. Soft, Ductile Second Phases

From a practical point of view, the most important example of this
type of alloy is that of leaded, or free-cutting brass. The addition of up
to ~4% Pb greatly improves the machinability of brass by causing the
turnings to break up into small pieces. Lead is insoluble in both the liquid
and solid states and forms globules at the grain boundaries. In certain
cases, this can lead to porosity, and therefore free-cutting brasses should
not be used for making thin-walled components. Similarly, hard solder-
ing tends to volatilize the lead and accentuate the porosity of the material.

2.3.2. Hard, Ductile Second Phases

There are a number of important alloy systems which fall into this
category, the most familiar of which is probably (a-f)-brass. The becc
B-phase is harder than the fcc a-phase and the resulting duplex alloy is
stronger but less ductile than the single-phase a-alloy. Muntz metal (60%
Cu, 40% Zn) is the most common commercial alloy of this type.

The relative properties of the a- and B-phases can be varied by alter-
ing the alloy composition, and much basic work on the deformation of
duplex alloys has been done on this system. It has been found that for
volume fractions of 8 less than ~30%, the relative deformations are given
by

Eduplex — Eq Va + 7] Vﬁ

(e, and V, being the strain and volume fraction of a-phase, etc.). At higher
volume fractions, the strains in the two phases are equalized, i.e., Equpiex
= ¢, = &5, and under these conditions, the stresses are given by

Oduplex — Oq Va + (] Vﬁ

and thus the stress is increasingly carried by the stronger phase. This is
the basic result which permits the construction of usable composites from
high-strength fibers, a topic which will be considered further in section 4.3.

It is difficult to generalize on the properties of this type of duplex
alloy, as the second phase may be formed by a wide range of phase reac-
tions, including nucleation and growth from a liquid, eutectic and peritectic
transformations, solid-state allotropic or eutectoid transformations, etc.
In each case, the cooling rate has a strong influence on the resultant
microstructure, which in turn strongly influences the mechanical properties
of the material. Some degree of consistency may, however, be obtained
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by using materials covered by one of the relevant ASM, ASTM, BS, etc.
specifications.

2.3.3. Soft, Brittle Second Phases

Ordinary cast irons are basically impure iron-carbon-silicon alloys con-
taining between 2 and 4 wt% carbon and 0.4-3.5 wt% silicon. If the alloy
is cooled slowly, its microstructure consists of free graphite flakes in a matrix
of ferrite and/or pearlite and it is known as grey cast iron. The graphite
is soft and brittle, it contributes nothing to the tensile strength of the alloy,
and it may, in many respects, be considered as a void in the metal. Fur-
thermore, when the graphite is present in the form of flakes which have
very sharp edges, the alloy effectively contains a large number of acute
internal notches. These render it very brittle in tension, but have a far
less adverse effect on its compressive properties.

The addition of small amounts of magnesium and/or cerium to cast
iron causes the free graphite to form as spheroids and produce spheroidal
graphite (S.G.) cast iron. Although the graphite spheroids still have
negligible strength, they no longer act as internal notches, because of their
smooth, regular shape. The S.G. iron thus produced is a much tougher
material than ordinary cast iron and it combines an increased strength
(50-130,000 psi compared with 20-50,000 psi for ordinary cast iron) with
plastic elongations of up to ~30% at room temperature.

In most cast irons, the matrix is in the ferritic (bec) form, and hence
they undergo a ductile/brittle transformation at some temperature which
can be above ambient for ordinary cast irons containing graphite flakes,
but which is usually below ambient for S.G. cast irons.* Ferritic cast irons
are thus rarely used at low temperature, but they have occasionally been
utilized in circumstances where their high rigidity, wear resistance, and
damping capacity are valuable and where they are not liable to receive
impact loads. In these cases, the components are designed to withstand
stresses much in excess of anything liable to be met in practice.

Recently, a series of austenitic ductile cast irons have been developed*
which are suitable for producing castings for cryogenic valves, pumps,
compressors, etc. These alloys contain a minimum of 21% nickel and
3.75% manganese and this ensures that the austenite is stable down to the
lowest temperatures. The graphite is present in the spheroidal form and
the alloy composition is adjusted to prevent the occurrence of primary
iron carbide, which would lower the impact strength of the material.

2.3.4. Hard, Brittle Second Phases

When a 0.8% plain carbon steel cools through its eutectoid transfor-
mation at ~723°C, it forms a microstructure called pearlite, which consists
of a lamellar mixture of soft ferrite and the hard, brittle, intermetallic
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compound Fe;C. If the cooling rate is slow, the transformation takes
place just below the eutectoid temperature, the pearlite is coarse, and the
carbide lamellae are separated by relatively large regions of ferrite. If,
however, the majority of the transformation takes place at a lower tem-
perature, the pearlite is finer and the carbide lamellae are more closely
spaced. The strength and hardness of the material are found to be directly
related to the spacing of the carbide lamellae; the closer the spacing, the
harder the material (to be exact, hardness is inversely proportional to the
log of the mean ferrite path).

This is a general result for the deformation of duplex structures in
which a soft matrix is reinforced by a hard, brittle second phase. The
majority of the deformation takes place in the matrix and, for a given
concentration of the hard second phase, the maximum degree of strengthen-
ing is obtained when the second-phase particles are most finely divided
and closely spaced. A similar result is, of course, also obtained for
strengthening by precipitates.

One further fundamental point may be illustrated by reconsidering
the 0.8% carbon steel. The lamellar pearlitic structures produce a hard
but relatively brittle steel, whereas a softer and tougher material is often
required. This can be obtained by suitable heat treatments which cause
the carbide particles to form spheroids instead of lamellae (spheroidization).
There is again a direct relationship between spheroid separation and
strength, with the highest strengths obtained for the most closely spaced
particles. Furthermore, it is possible to produce both lamellar and sphe-
roidal microstructures having the same mean ferrite path and it is found
that, whereas the lamellae give a harder material, the spheroidal steel is
tougher. This is again a general result applicable to many other duplex
microstructures.

Most steels, especially those used for cryogenic purposes, have a much
lower carbon content than 0.8%. In this case, the microstructure would
usually consist of grains of ferrite as well as pearlite, with the majority of
the deformation taking place in the ferrite grains. In some respects, this
may be considered as a duplex structure, with the harder pearlite colonies
reinforcing the softer ferrite grains. As these steels are ferritic, they undergo
a ductile/brittle transition at some temperature and, as we shall see in the
next chapter, the size of the pearlite grains and the separation of the
carbide particles within these grains have a strong effect on the tempera-
ture at which this transformation takes place.

2.4. YIELD DROPS AND SERRATED STRESS-STRAIN CURVES

For many metals, the transition from elastic to plastic deformation
takes place gradually; plastic deformation is a continuous process and the
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stress—-strain curve is smooth and unbroken. There are, however, occasions
when deformation takes place discontinuously and the stress~strain curve
shows one or more load drops or serrations. These phenomena can be
split into two basic groups: those associated with a sharp initial yield point
and those that take place during subsequent plastic deformation, especially
at very low temperatures.

2.4.1. Yield Drops

The most well-known occurrence of sudden yielding accompanied by
a load drop is in mild steel tested at or near room temperature (see Fig.
1.4). Such yield drops are also found in a wide range of materials, but
are especially common in bce metals containing small concentrations of
impurities in interstitial solid solution, e.g., carbon, nitrogen, and oxygen
in iron, molybdenum, niobium, and tantalum.

Sharp yield points have also been found in hcp metals containing
interstitial impurities, e.g., N; in Cd and Zn. Dilute alloys of fcc metals,
in which the impurities are in substitutional solid solution, do not normally
exhibit sharp yield phenomena, but they are quite common in more con-
centrated solid solutions, e.g., 70/30 brass, Al-Mg alloys, and a number of
Cu alloys, including Cu-Zn, Cu-Sn, Cu-Sb, Cu-In, etc. Yield drops are
thus observed in all three main crystal structures and are generally believed
to be caused by the pinning of dislocations by strong interactions with
impurity atoms.

The original explanation of the yield point in iron given by Cottrell
and Bilby* assumed that the dislocations were locked by an atmosphere
of carbon impurities. Sharp yielding occurred when the stress reached a
value high enough to unlock these dislocations (the upper yield stress),
while their subsequent movement required a lower stress (the lower yield
stress).

Later work by Johnson and Gilman¥ on lithium fluoride has shown
that the rapid generation of new dislocations during yielding can result in
a load drop in a specimen deformed at constant strain rate. According to
simple dislocation theory, the strain rate can be expressed as ¢ = Nvb,
where N is the number of mobile dislocations per unit area, v their average
velocity, and b the Burgers vector.

Hence, a given strain rate could be maintained by N dislocations
moving with velocity v or 2N with velocity ©/2. If there is a direct rela-
tionship between the applied stress and dislocation velocity, it follows that
a rapid increase in N leads to a decrease in v and a corresponding drop in
the stress necessary to continue deformation.

Hahn® has shown that the yield points shown by bcc metals can also
be explained on this basis, as they have the required strong dependence of
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dislocation velocity on applied stress. Some form of impurity-dislocation
interaction is apparently still necessary for the occurrence of sharp yield
points, as they are not found in zone-purified metals. The most probable
role played by impurities is to lock pre-existing dislocations until the applied
stress is large enough to operate prolific sources of new dislocations. The
other phenomena normally associated with sharp yielding, such as the
delay time and Liiders strain, can be explained by this model, as can the
temperature, strain-rate, and grain-size dependence of the yield and flow
stress in bce metals.

As the temperature is lowered, the dislocation velocity becomes more
stress-dependent and yield becomes sharper, as shown in Fig. 2.17 for
molybdenum. The pre-yield strain initially increases as the temperature
falls, but as the metal undergoes its ductile/brittle transition, it rapidly falls
to zero. Below the transition temperature, brittle fracture usually occurs
immediately after yielding. The Liiders extension, which is common in
bee metals and concentrated solid solutions but not in dilute alloys, also
initially increases in extent as the temperature is lowered but falls to zero
below the ductile/brittle transition.

Finally, there are a few other circumstances under which yield points
are obtained. The firstisa high-temperature effect which is found between~
100 and 300°C in iron and at various temperatures in brass and other con-
centrated alloys of copper and aluminum. Called the Portevin-Le Chatelier
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Fig. 2.17. Series of stress-strain curves for molybdenum, showing the sharpening of the
yield point with decrease in temperature (after Hahn38).
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effect, it appears as a series of small yield points. They are caused by the
repeated unlocking and repinning of dislocations by solute atoms which
diffuse easily at these temperatures, a process known as strain-aging.

The second circumstance, work-softening, is found, for example, in
pure aluminum® when a specimen is strained at a high temperature after
previous deformation at low temperature. There is a small yield drop
followed by a Liiders extension before strain-hardening recommences.
This is thought to be due to the rearrangement of the dislocation structure
produced during straining at low temperature into a different configuration
which is more stable at the higher temperature.

A different yield-point mechanism has been found in pure aluminum,*
nickel,® and copper* when single crystals are strained, unloaded, and then
restrained at the same temperature. It is thought that some irreversible
process, such as the formation of Lomer-Cottrell sessiles, occurs during
unloading, which prevents large-scale reverse plasticity.

2.4.2. Serrated Stress Strain Curves

As we have just seen, initial yield drops can occur over quite a wide
range of temperatures. Serrated stress-strain curves, on the other hand, are
characteristically a low-temperature phenomenon, the only other conditions
under which they are observed being during high-temperature testing of
metals which undergo strain-aging. The nature of the serrations depends
on the metal concerned and on the conditions of the test, especially the
stiffness of the testing machine. Sometimes, there are just a few large ser-
rations, on other occasions, very many small ones ; in some cases, they start
immediately the metal yields, in other cases, there is considerable continu-
ous plastic deformation before they commence. In general, they are caused
by the operation of deformation modes which act very rapidly and cause
the applied load to drop within about 10™* sec.

Many possible mechanisms have been proposed to explain the appear-
ance of these serrations, including deformation twinning,® strain-induced
martensite formation, “* and “ burst” dislocation formation.”? There are,
however, many metals which neither twin nor undergo martensitic trans-
formations yet exhibit highly serrated stress-strain curves at low tempera-
ture, and hence a more general explanation of the phenomenon is required.
Basinski**#” has shown that the most probable mechanism is that of ““adia-
batic deformation.”

At very low temperatures, the specific heat of a metal is proportional
to the third power of the temperature and thus a constant-energy input will
produce a local rise in temperature which rapidly becomes larger as the
general temperature falls, The magnitude of the temperature rise depends
on the thermal conductivity of the metal and it has been shown that in an
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aluminum alloy of rather poor conductivity totally immersed in liquid
helium, the temperature at the center of the specimen can rise as much as
60°K.

If the flow stress decreases rapidly with increase in temperature, as it
does with most of the metals that exhibit serrations, it is possible for the
decrease in flow stress caused by local heating to exceed the increase in flow
stress caused by strain-hardening. This is an unstable condition and the
heated region of the specimen will flow catastrophically under a decreasing
applied stress until the load relaxes to a lower value. Flow then ceases, the
material cools down, and the load increases elastically to its former value
before plastic deformation can be resumed.

As long as the ultimate tensile stress has not been reached, each suc-
cessive serration commences at a slightly higher load than the previous one,
as shown in the inset of Fig. 2.18. Under these conditions, each deforma-
tion occurs in a different region of the specimen. Once the ultimate tensile
stress (shown in Fig. 2.18 by the maximum in the upper envelope contain-
ing the serrations) is exceeded, catastrophic flow becomes localized in the
necked region of the specimen and the magnitude of the load drops in-
creases until fracture occurs.

Good agreement is found between observed and calculated values of
the length of flowing region necessary for plastic deformation to take place
under adiabatic conditions and of the magnitudes of the resultant load
drops and increases in temperature, It is, however, still necessary to postu-
late a “nucleating deformation” for the process, as the increases in temper-
ature and plastic flow which cause the load drop only occur after the load
has started to fall. One possibility is that enough energy is liberated dur-
ing ordinary slip at very low temperatures to nucleate catastrophic flow.
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The surface condition has also been found” to play an important part
in determining the strain at the first serration and the number of subsequent
events; the rougher the surface, the easier it is to nucleate a serration.
Furthermore, the amount of nucleating deformation necessary increases as
the deformation temperature is raised, due to the rapid rise in specific heat
of the metal. In the aluminum alloy, it was found that under normal con-
ditions serrations were not observed above 12°K, but that they could be
nucleated up to 15°K if the cryostat were tapped or vibrated, as extra
energy is made available by these means.

In those metals that twin or transform to martensite, these deformation
mechanisms may aid nucleation and enable adiabatic deformation to occur
at higher temperatures. This is possibly one of the reasons why serrations
are observed at temperatures up to 78°K in iron,” which cannot be entirely
accounted for by the twins present. The strong temperature dependence
of the flow stress in bee metals is a further contributory factor which en-
courages adiabatic flow in iron and steel at higher temperatures than in fcc
metals.

One very important class of metals which exhibit serrated stress-strain
curves are the AISI 300 series stainless steels. These, as we saw earlier, are
basically austenitic, but some members of this series transform to marten-
site at low temperatures either spontaneously or during plastic deformation.
Type 304 L stainless steel undergoes both spontaneous and strain-induced
transformations, and, as may be seen from Fig. 2.10, exhibits a highly
serrated stress—strain curve on deformation at 4°K. A few per cent of both
transformation products, ¢ and «’, were already present prior to the first
serration and so their initiation cannot be correlated with the onset of a
burst-type martensitic transformation.®® This is confirmed by the presence
of serrations in the 4° and 20°K stress—strain curves of type 310 stainless
steel (Fig. 2.7), which does not transform to martensite even during strain-
ing at the lowest temperatures.”

A further point illustrated in Fig. 2.7 is the effect of strain rate on
the occurrence of discontinuous flow. At the normal strain rate of 0.005
in./min, deformation at 20°K was continuous right up to fracture. A 200-
fold increase in strain rate not only increased the yield stress (as would be
expected from the strain-rate dependence of ¢*), but led to the appearance
of small-amplitude serrations. This is consistent with the thermal insta-
bility mechanism of adiabatic flow, as nucleation will be made easier by
the increase in flow stress caused by the higher strain rate. The smaller
amplitude of the serrations at 20°K compared to those at 4°K reflects the
much larger specific heat at the higher temperature.

The only group of metals having stress-strain curves showing serra-
tions which cannot satisfactorily .. aii-ibuted to adiabatic flow are the fcc
metals of small stacking-fault energy, copper, silver, and gold. The flow
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stresses of these metals are much less temperature-dependent than that of
aluminum near absolute zero (Fig. 1.10) and thus one of the prerequisites
of the Basinski theory is not applicable to these metals.

Suitably oriented single crystals of copper, silver, and gold have been
shown® to twin during deformation at 4° and 78°K, as illustrated in Fig.
2.19 for copper at 4°K. Normal slip operates up to a strain of about 50 %,
further deformation then taking place by discontinuous slip characterized
by a large number of small-amplitude serrations in the stress-strain curve.
Metallographic and X-ray examinations showed that there had been no
twinning during this discontinuous slip, which only occurred at 4°K, not
at 78°K. Blewitt and co-workers® attribute discontinuous slip to an ava-
lanche of slip lines, but the possibility of adiabatic flow cannot entirely be
ruled out.

After about 70% strain, the curve shows a large load drop followed
by a period of discontinuous deformation at more or less constant stress.
This was unequivocably correlated with the propagation of a twin through
the length of the specimen. Once the sample had twinned completely,
strain-hardening by discontinuous slip recommenced and continued until
fracture. Examination of the specimen showed that twinning occurred on
the (111) plane in the [112] direction with a shear of ~0.71, as required
theoretically.

Recent studies on a number of copper-based engineering alloys have
shown that many of these materials have serrated stress-strain curves when
tested at 4°K (as shown in Fig. 2.5 for admiralty brass). Furthermore, the
yield and flow stresses of many of these materials are lower at 4°K than at
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20°K, in contrast to the normal temperature dependence of these param-
eters. In order to explain this anomaly, it is proposed that the stress
needed to nucleate twins decreases with decreasing temperature and that
deformation at 4°K occurs primarily by deformation-twinning. Further
work would appear to be necessary before the deformation mechanism
operating in copper and its alloys at very low temperatures can be definitely
identified.

Finally, Basinski has drawn attention to the significance of the wide-
spread occurrence of thermal instability during the plastic deformation of
metals at low temperatures. Where such serrations occur, it is unrealistic
to assume that deformation actually takes place under isothermal conditions
or at constant strain rates even if these conditions are nominally imposed.
Furthermore, the fact that serrations are only detected if a hard testing
machine is used must cast doubt on some of the smooth curves obtained
at very low temperatures by investigators using soft testing machines.

NOTE ADDED IN PROOF

Recent work by Larbalestier and King**® has produced further infor-
mation on the problems of martensite stability and the magnetic behavior
of 300 series stainless steels at low temperatures. Considering first the
question of martensite stability, they find that the temperature, M,, at
which &’ martensite starts to form spontaneously on cooling in specimens
which were in the fully softened condition ({ hour anneal at 1025-1075°C
followed by a water quench) correlated well with that predicted by the
Eichelman-Hull® equation:

M (°K) = 1580 — 1667(C + N) — 61.1(Ni) — 41.7(Cr)
— 33.3(Mn) — 27.8(Si)
where (Ni) = wt% nickel, etc.
A number of the commonly available 18/8 steels were evaluated, and
in Table IIA the calculated M, temperatures are shown for a hypothetical

series of specimens which were assumed to have compositions which were
exactly in the middle of their allowable ranges.

Table ITIA. Calculated M, Temperatures for Hypothetical
““Median-Composition’> Stainless Steels

Grade 304L 304 304Hi 305 316L 316 316Hi 321 347 310
M, +50 —17 250 —65 +12 —55 -—234 479 +15 ~-—2000

A number of points arise from these data. First, they show the very
beneficial effect produced by the extra nitrogen in the “Hi-proof” grades
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of types 304L and 316L. The presence of 0.2 wt% N lowers the M, tem-
perature by about 300°K compared with the equivalent normal grade, and
this is sufficient to depress M, below 0°K even for the “leanest” specimens.
As these steels also have significantly better mechanical properties than the
normal grades, their use for cryogenic applications should increase signi-
ficantly as they become more widely available. Second, the ranking order
for stability given by the calculated values of M, corresponds quite well
with that found experimentally, i.e., 321, 347, and the low-carbon versions
of 304 and 316 are less stable than normal 304, 305, and 316. However,
as one can get a possible variation of almost 500°K between the “richest”
and “leanest” materials allowed within a grade, it is not possible to read
too much significance into changes in M, of a few tens of degrees between
grades. Furthermore, the formula does not take any account of the effect
of O, P, S, Cu, Mo, Nb, and the other elements normally found in these
stainless steels which must also influence their stability.

As noted earlier, cold work also plays a highly significant role in de-
termining the stability with respect to martensite transformation. Cold
work at room temperature or above can either enhance or inhibit transfor-
mation on subsequent cooling,*® but plastic deformation at low tempera-
tures can break down all of the 18/8 grades, although here again the high-
nitrogen versions show the greatest stability. Welding also reduces the
stability of stainless steels due to the precipitation of austenite stabilizing
elements from solution, this, as noted earlier, being particularly important
in the case of the high-nitrogen-content grades. Furthermore, the weld
zone is usually ferromagnetic because of the 5-10% free ferrite incorpo-
rated to prevent hot tearing.

Turning to the magnetic behavior of austenitic stainless steels, they
find that there are two separate causes for ferromagnetic behavior at low
temperatures: the familiar irreversible ferromagnetism caused by marten-
sitic transformation to &’ which can be measured at both low and ambient
temperatures, and a change from low-temperature antiferromagnetism to
ferromagnetism in high-nickel-content alloys which is measurable only at
low temperatures. All the 18/8 stainless steels have been shown®® to be
antiferromagnetic at 4.2°K and to have Néel temperatures in the region of
40°K. Larbalestier and King have shown that the Néel temperature falls
with increasing alloy content, type 309 (23% Cr, 14% Ni) having a T of
12°K while in type 310 (25% Cr, 20% Ni) the Neél temperature is below
0°K. This alloy is in fact in a superparamagnetic/ferromagnetic state at
4.2°K, showing no signs of saturation even in fields of 120 kOe, and it
has the characteristics of a steel very close to the borderline between ferro-
and antiferromagnetic behavior. Fully developed ferromagnetism is, in
fact, observed in higher alloy steels of the Incoloy 800 type which contain
20% Cr and 32% Ni.
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Table IIB. The Effect of Temperature on the Susceptibility, y = M/H,
and Permeability, 2 = B/H, of Three Stainless Steels

Temperature of measurement

T of steel
ype 298°K 77°K 4.2°K
304L L=2X10"* L=5X10—4% X=7X10-%
309 1=15%X10"* L=15%X10—+4 x=19 X 10~4
310 L=2X10"4 L=6X10"4 Pioe = 1.3
¢rkoe =1.15
gokoe = 1.02

Note: B = H + 4zM = H(l + 4r)); 2 =1+ 4z

In Table 1IB the susceptibilities (or, where appropriate, permeabilities)
of types 304L, 309, and 310 are given for temperatures of 298, 77, and
4.2°K. Tt can be seen that even for the nonferromagnetic samples of 304L
and 309 the volume susceptibility increases sharply at low temperatures,
thus giving rise to strong tractive forces in regions where the magnetic field
gradient is high. Although type 309 does not transform spontaneously on
cooling, partial transformation to @’ can be produced by plastic deforma-
tion at low temperatures; 310, on the other hand, has been shown® to be
completely stable even after extensive deformation at 4.2°K. It would
therefore appear that thermodynamic stability and “nonmagnetic” behavior
are mutually incompatible at very low temperatures: the stable high alloy
grades such as type 310 are intrinsically superparamagnetic/ferromagnetic
at 4.2°K, while the intrinsically antiferromagnetic 18/8 types are liable to
transform partially either spontaneously or after cold work to the ferro-
magnetic &’ martensite. On balance use of the “Hi-proof,” nitrogen-con-
taining grades of 304L or 316L would appear to offer the best compromise,
especially if deformation at low temperatures is unlikely.
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Chapter 3

Fracture

The elastic and plastic deformation of materials subjected to an applied
stress is terminated by an inhomogeneous form of deformation termed
fracture. Just as the macroscopic characteristics of elastic and plastic de-
formation in crystalline materials are determined by the basic atomic and
microscopic processes such as slip, so the large-scale characteristics of frac-
ture can be shown to be a result of the basic micromechanisms which cause
atomic bonds to be broken and new crack surfaces to be created. There are
a variety of modes of fracture, ranging from the completely brittle failure of
perfectly elastic materials to the fully shear failure of amorphous materials
such as clay. However, in most materials, particularly metals, fracture is
neither fully brittle nor completely ductile and the actual modes of failure
are determined by a number of factors, which include the crystal structure
of the material, its purity, and its thermal and mechanical history, and by
the environmental and other conditions under which it is loaded. In the
first section of this chapter, the basic mechanisms responsible for ductile
and brittle failure in metals are examined both with respect to their role
in the initiation of microcracks or voids and in the initial stages of crack
growth. It is shown, for example, that shear and cleavage failure are alter-
native modes of fracture in body-centered and hexagonal-close-packed
metals, while in face-centered-cubic metals, only shear failure is possible
because of the ease with which slip takes place in this lattice structure.
Failure on a macroscopic scale demands that cracks or flaws, which
either pre-exist in the material or which are created during the initial stages
of deformation, grow under the influence of an applied tensile stress to
cause complete separation of the body into two or more parts. The growth
of such cracks can take place in a brittle, low-energy-absorbing mode or
in a tough, high-energy-absorbing mode and the toughness of a material
is a measure of its ability to resist the propagation of cracks in a low-energy
mode. In fully brittle materials, the fracture strength of a body is com-
pletely determined by the size of the largest flaw it contains: the toughness
of metals is determined by a number of|factors which include their strength,
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the number, size, and distribution of second-phase particles or flaws they
contain, their environment, and the type of applied stress system they ex-
perience. In high-strength materials, these factors may combine to give a
low toughness, and failure can occur in a low-energy mode. The concepts
of fracture mechanics have been used to explain these effects and to give a
rational basis for the design of structures which may contain flaws, stress
concentrators, or other potential crack initiators, and these topics are con-
sidered in considerable detail in section 3.2.

The ductile-brittle transition which takes place in such important
ferrous alloys as plain and low-alloy steels is a particularly relevant aspect
of the failure of materials at low temperatures, and in section 3.3, this
phenomenon is considered both from a basic point of view and also in
terms of the type of test which can be used to determine the transition
temperature of a given material. The relationships between the results
obtained from full-scale tests and those given by simpler, less expensive
methods such as the Charpy V notch impact test are also examined to see
how far the simpler tests may be used for the purposes of materials selec-
tion and quality control.

Finally, in section 3.4, failure by fatigue, corrosion, hydrogen embrit-
tlement, and other time-dependent processes is considered briefly to show
their relevance to the fracture of materials at low temperatures.

3.1. BASIC MECHANISMS OF DUCTILE
AND BRITTLE FAILURE

On an atomic scale, fracture occurs when atomic bonds are broken and
a fresh crack surface is created. Failure is by cleavage if the tensile forces
concentrated at a crack tip exceed the cohesive stress of the material and
rupture bonds perpendicular to the fracture plane. Shear failure is caused
by the rupture of these same bonds by forces applied parallel to the fracture
plane. In crystalline materials, both cleavage and shear deformation (slip)
take place preferentially on certain crystallographic planes, the cleavage
and slip planes respectively, and the relative ease with which these two
processes operate depends principally on the crystal structure of the mate-
rial. Other relevant factors include the testing temperature, strain rate, ap-
plied stress system, and the physical and chemical purities of the material.

We have already seen that slip in crystalline solids takes place at
stresses far below the theoretical shear stress of the crystal because disloca-
tions can move at these lower stresses. If the material is always able to
deform plastically and relieve potential stress concentrations, the cleavage
strength of the crystal can never be exceeded and cleavage failure is not
possible. Slip occurs readily in fcc metals at all temperatures, their shear
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strengths are always lower than their cleavage strengths, and they always
fail in a ductile manner. In contrast, dislocations can be pinned and slip
inhibited in bcc and hcp metals, large tensile stresses can concentrate at
the tips of microcracks, and cleavage failure is possible. Cleavage and
shear are thus alternate modes of failure in these metals.

If slip is completely inhibited, as, for example, in bce metals at low
temperatures, cleavage failure occurs before general yield. However, the
shear strength is often initially lower than the cleavage strength and the
metal then yields and deforms plastically until the shear strength is in-
creased by strain-hardening to a value higher than the cleavage strength.

In most metals, fracture is transgranular whether by shear or cleavage,
but under certain circumstances the boundary between adjacent grains is
weaker than the grains themselves and fracture takes place intergranularly.
Intergranular cleavage is usually associated with the presence of impurity
atoms segregated at the grain boundaries and is the only type of brittle
fracture possible in fcc metals. Intergranular shear failure is not important
at low temperatures, but in the related form of grain boundary sliding it
can be a problem at high temperatures.

In polycrystalline metals, the grains have a range of orientations with
respect to the tensile axis and some grains are more favorably oriented for
slip or cleavage than others. On a microscopic scale, a cleavage crack fol-
lows the cleavage planes of individual grains where possible, on a larger
scale, it propagates perpendicular to the applied tensile stress to give a
characteristic flat crystalline fracture surface. As the path of an advancing
shear crack is determined both by the applied stress system and by any in-
ternal stress raisers such as voids and inclusions, ductile fracture can occur by
one or more different characteristic modes. On a microscopic scale, how-
ever, the crack advances by shear failure on alternate planes of maximum
resolved shear stress inclined at approximately 45° to the tensile axis. The
surface of a ductile fracture has a characteristic dull, fibrous appearance
indicative of the extensive plastic deformation which takes place during
failure. !

Few materials fail exclusively by one particular mode of fracture: in
most cases, more than one mode is operative and the fracture is described
as mixed. For example, fracture of a mild steel Charpy V notch specimen
tested at room temperature is usually initiated by plastic deformation at
the notch root, but once initiated, it spreads by cleavage across much of
the specimen until it reverts to a shear mechanism to form the characteris-
tic shear lips at the edges and at the side furthest from the notch (see, for
example, the photograph of the fracture halves of Charpy specimens in
Fig. 3.27b). The operative mode at any instant is that which requires the
smallest strain at the tip of the advancing crack and this is determined by
a number of factors, predominant among which is the effective state of
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stress. The stress system plays an important role in determining the mode
of fracture and this topic will be reconsidered once the basic fracture modes
have been described.

3.1.1. Ductile Fracture

Ductile failure can propagate by a number of different modes, each of
which produces certain characteristic features on part or all of the fracture
surface. Some of the most important types of fracture produced by the
action of these basic failure modes are shown schematically in Fig. 3.1.

Pure shear failures have fracture surfaces like that shown in Fig. 3.1
(a), which is known variously as “chisel-edged,” “slant,” or “sliding off.”
Such fractures are common in single crystals of hcp metals, where exten-
sive basal slip takes place on a few widely spaced slip bands, final separa-
tion occurring by glide plane decohesion. Pure shear failures are also
possible in polycrystalline and amorphous materials if large shear strains
are concentrated on one of the planes of maximum resolved shear stress
lying at 45° to the tensile axis.
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Fig. 3.1. Schematic representations of the principal modes of ductile failure. (a) pure
shear, (b) knife-edge, (c) fibrous rupture, (d) shear rupture, (¢) normal rupture.
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A particularly relevant case is that of adiabatic shear rupture, which
is, for example, found in pure and precipitation-hardened aluminum frac-
tured at or below ~40°K."! We saw in section 2.4.2 that unstable plastic
flow can take place if local thermal softening is able to overcome the nor-
mal strain-hardening. If the load can relax rapidly enough, the deforma-
tion is stabilized, if not, it continues until terminated by adiabatic shear
rupture. As adiabatic flow is only possible at temperatures where the spe-
cific heat is low, a transition to another mode of ductile fracture occurs
at higher temperatures.

Pure and adiabatic shear failures only occur if strain-hardening is
negligibly small and deformation is restricted to one shear plane. Itis
more common, however, for shear to take place simultaneously along two
planes of maximum resolved shear stress leading to “necking” and “knife-
edge” or “chisel-point” fracture as shown in Fig. 3.1(b). Such fractures
are found, for example, in single crystals of fcc metals such as silver and
copper, which neck down to a knife edge, slip having taken place on two
intersecting slip systems. Extensive necking can also occur in pure poly-
crystalline materials, some of which (e.g., gold, lead, aluminum) neck
down to a point, thus giving a 1009% reduction in area prior to failure.
In this case, plastic deformation takes place in a thick zone of initial length
equal to the width of the specimen (x in Fig. 3.1b), and for a fully ductile
material, the tensile elongation is equal to the width x.

Most metals and alloys contain second-phase particles as precipitates
which have a strong or even controlling influence on the mode of fracture.
In many cases, decohesion occurs between the second-phase particles and
the matrix and this leads to the creation of internal cavities or voids. Such
a situation is illustrated in an exaggerated form in Fig. 3.1(c), where y is
the average spacing between voids. If the matrix material between the
voids fails by internal necking as indicated, the failure elongation will now
only be equal to y, not x as was the case of the void-free material. Fur-
thermore, if y is much smaller than x, the material may appear macros-
copically brittle even though failure on a microscopic scale is ductile: The
final appearance of the fracture surface will depend on the coarseness and
distribution of the second-phase particles. Fibrous rupture as indicated in
Fig. 3.1(c) is found in many ductile alloys, such as brass, in which fairly
coarse inclusion are possible. If there is a strong shear component present
“sliding off” or “shear rupture” can occur. In this case, the cavities are
distorted by the shear stress and, although failure occurs by necking on a
microscopic scale, the macroscopic appearance is that of a 45° shear failure
(Fig. 3.1d). In low-strength materials, the shear surface is rough enough
to be identified by the naked eye or with a low-power microscope, while
in high-strength materials, the shear surface can be so smooth that electron
microscopy is necessary to identify the inclusions and distinguish it from
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the pure shear failure of Fig. 3.1(a). Thin sheets of metals can fail exclu-
sively by shear rupture and such failures are also commonly found as one
component of a mixed fracture, occurring usually at the extremities of
thick sections where plane stress loading conditions exist.

Finally, it is possible for ductile failure to occur by normal rupture as
in Fig. 3.1(e). Fracture on a microscopic scale is by internal necking or
shear on alternate planes inclined at ~45° to the tensile axis, but there is
little or no macroscopic shear. Complete normal rupture of a tensile spec-
imen is relatively rare, but it is very common to find areas of normal rup-
ture at the center of thick bars or plates where triaxial stresses are greatest
and fracture takes place under plain strain loading.

The most familiar type of ductile failure found in engineering mate-
rials is probably the “cup and cone” fracture, whose formation is illustrated
in Fig. 3.2.' Most structural alloys contain second-phase particles such as
oxide inclusions which are either introduced accidentally during fabrica-
tion or added purposely to strengthen the alloy. During the plastic de-
formation which follows yielding, it is common for decohesion to occur
at the interfaces between the particles and the matrix, leading to the forma-
tion of voids which subsequently become elongated as deformation pro-
ceeds (Fig. 3.2a). Once the ultimate tensile stress is exceeded, deformation
becomes localized to the necked region of the specimen and the material

()

Fig. 3.2. Probable sequence of events during formation of double-cup and cup-and-

cone fractures in ductile metals. (a) Initial void formation, (b) growth of central crack,

(c) crack growth by localized shear, leading to (d) double-cup fracture, (e) realignment

of voids along weakened shear hand, leading to (f) cup-and-cone fracture (after Chin
et al.ll),
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within this region is no longer subject to a purely uniaxial tensile stress.
Instead, a complicated system of triaxial tensile and shear stresses is set up
in which the maximum stresses occur at the center of the specimen.!
Cavities in this central region grow and eventually join together, by the
process of internal necking discussed earlier, to form a small central crack
(Figs. 3.2b and 3.3a). As the true stress in the necked region increases,
this central crack spreads outward in a zigzag fashion by shear on alternate
45° planes of maximum resolved shear stress. The macroscopic result is,
however, the formation of a central region of normal rupture and a crack
shaped like a thin lens.

The subsequent mode of propagation of this crack depends largely on
the purity of the metal. In moderately pure polycrystalline aluminum,™
for example, a double-cup fracture is obtained at room temperature and
down to ~40°K. As indicated in Fig. 3.2(c), crack growth occurs by
localized shear in the 45° bands ahead of the crack tip, and as the crack
tip propagates, new shear bands are formed in the manner shown by the
dashed lines, a continuation of this process leading to the double-cup frac-
ture of Fig. 3.2(d). In less pure materials, such as tough pitch copper and
mild steel, crack growth does not occur by the continual formation of new
shear bands. Instead, new cavities are nucleated in, and existing voids are
realigned along, one of the shear bands as shown in Fig. 3.2(e). Further
deformation is now concentrated in this weakened shear band and final
fracture takes place by sliding off rupture (cf. Fig. 3.1d) to give the cup-
and-cone fracture of Figs. 3.2(f) and 3.3(c). (It should be pointed out
that perfect cup-and-cone fractures do not always occur during tensile
tests. Very often, “slipped cup and cone” fractures are obtained in which
parts of both cup and cone are found on the same fracture half. This is
usually due to imperfect alignment of the specimen axis with the tensile
stress.)

Evidence for the realignment of cavities along a narrow shear band
is given in Fig. 3.3(b)," which shows a section through the “cone” part of
a fractured copper tensile specimen. Although fracture occurred along the
shear band 4B, a complementary narrow shear zone is clearly visible along
AC in which void reorientation may be seen.

The extent to which a ductile metal reduces its area prior to failure
in a tensile specimen is determined by a number of factors, the most im-
portant of which is the volume fraction of second-phase particles. The
true failure strain of copper is shown® in Fig. 3.4 to rise very rapidly as
the volume fraction of hard, second-phase particles is decreased. The shape
of the included particles has been found to have some effect on the ductil-
ity, lenticular inclusions being more embrittling than equiaxial ones espe-
cially if their major axes were perpendicular to the tensile stress: in
contrast, the particle size has little or no effect on the true failure strain.
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(b) )
Fig. 3.3. (a) Central crack and voids in a longitudinal section through the neck of a

tensile spec1men of tough pltch copper (Puttlck”) (b) Cup-and -cone fracture in mild

of a tensile specimen of tough-pitch copper
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Fig. 3.4. Influence of the volume fraction of voids and inclusions on the ductility of
copper (after Edelson and Baldwin!®).

In many systems, voids nucleate when the local stress exceeds the
strength of the inclusion—matrix interface, and decohesion occurs; in other
systems, nucleation occurs when the stress becomes large enough to crack
the inclusion itself. The rate of strain-hardening also influences the nuclea-
tion of voids—the lower the strain-hardening rate, the larger the strain
needed to increase the stress to a value high enough for decohesion to
occur. Commercially pure aluminum exhibits a larger reduction in area
at room temperature than does copper of a similar purity and this differ-
ence can be explained by a combination of these two factors, aluminum
having both a higher matrix—-inclusion interface strength and a lower strain-
hardening rate than copper.

As the strain-hardening rate of most fcc metals increases when the
temperature is lowered, it might be concluded from the previous argu-
ment that their reduction in area would decrease at low temperatures (as-
suming that the strength of the matrix—inclusion interface is independent
of temperature). There is, however, a second factor to be taken into con-
sideration. Once the voids have nucleated, they grow and coalesce by
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internal necking, as discussed earlier, but the higher rate of strain-harden-
ing operative at low temperatures will make their growth more difficult.
Thus, the slight decrease in reduction in area shown by most commercially
pure fcc metals at low temperature reflects a balance between these two
effects. From a design point of view, this small decrease is of no con-
sequence, as it is more than compensated by the increase in the uniform
elongation characteristic of fcc metals at low temperatures.

Of all the events occurring during the development of ductile frac-
ture—void nucleation, growth, and coalescence; crack formation and propa-
gation and final rupture—it is the initiation of voids which is the most
critical. Void nucleation can be inhibited almost completely if large hy-
drostatic pressures are applied during the tensile deformation of inclusion-
containing metals, and the large increases in ductility which can be achieved
by this technique are exploited during wire-drawing and hydrostatic ex-
trusion.

Void growth and coalescence take place during the formation of the
neck in a tensile specimen, and a detectable crack does not form until just
before final rupture. In low- and medium-strength materials, this crack
grows in a stable manner under an increasing true stress even though the
applied load is decreasing, the rate of crack propagation being determined
largely by the spring constant of the testing machine or loading system.
In very-high-strength materials, however, an unstable type of low-energy
tear fracture can occur under certain loading conditions, but further con-
sideration of this topic is best deferred until the basic concepts of fracture
toughness have been examined in section 3.2.

3.1.2. Brittle Fracture

As we shall see in section 3.2, preinduced flaws in ideally brittle solids
can propagate directly as cleavage cracks when the elastic stress concen-
trated at the flaw tip reaches the theoretical cohesive stress of the material.
In semibrittle materials such as high-strength metals, plastic relaxation at
the tip of a static flaw prevents the build up of large elastic stress concen-
trations, and their direct propagation as a cleavage crack is not possible.
Nevertheless, it has been found that inhomogeneous plastic deformation
can provide the stress concentrations necessary for the nucleation of mi-
crocracks and their initial growth until they are large enough to become
self-propagating. There is now a considerable amount of evidence to show
that plastic yielding is intimately associated with cleavage fracture in brittle
metals and that in flaw-free metals the fracture stress o is never less than
the yield stress ¢,. For example, in Fig. 3.5, the fracture stresses of a
series of polycrystalline iron specimens fractured in tension at 77°K show
exactly the same dependence on grain size as the yield stresses of specimens
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Fig. 3.5. Brittle fracture stress of tensile specimens showing the same grain-size depend-
ence as the yield stress of compression specimens of polycrystalline iron tested at 77°K
(after Low!6),

of the same material measured in compression.'® The inference to be drawn
from this and other, more direct experiments is that a certain, albeit small,
amount of plastic deformation is a prerequisite of cleavage fracture.

It is possible to identify three distinct phases in the cleavage fracture
of a polycrystalline metal: the nucleation of a microcrack, its initial growth
through the grain in which it was nucleated, and its subsequent propaga-
tion into and across adjacent grains. The observed fracture stress then
corresponds to the stress necessary to carry out the most difficult of these
three phases. For example, nucleation and the initial stages of crack
growth are, in general, the most difficult phases of fracture in relatively
pure metals and, once initiated, the cleavage crack spreads easily into the
neighboring grains to cause failure. In contrast, crack nucleation and the
initial stages of growth are relatively easy in less pure metals containing
inclusions, but these microcracks are readily stopped by the stronger grain
boundaries. Many microcracks can then be formed before unstable frac-
ture propagates from one or more suitable cracks, and microcracks stopped
by grain boundaries or inclusions can be seen in micrographs of specimens
strained almost to fracture, such as that in Fig. 3.7.

We have already seen that the yield stress of a metal is determined
both by intrinsic factors, such as its grain size and purity, and extrinsic
factors, which include the temperature and rate at which deformation
takes place. These variables also influence the fracture stress of the metal
and hence determine whether it yields or fails by cleavage. Considering
a change in just one of these factors, if it is such as to increase the yield
stress from a value less than the fracture stress to an equal value, it will
induce a change from shear deformation to cleavage failure and the metal
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will undergo a ductile-brittle transition. Such transitions can be obtained
by changing one or more of the above variables and, before considering
the macroscopic aspects of ductile-brittle transitions in section 3.3, we will
examine briefly some of its microscopic aspects.

One of the first mechanisms proposed to explain the nucleation of
cleavage cracks by inhomogeneous plastic deformation was that due to
Zener" shown schematically in Fig. 3.6(a). Edge dislocations from a source

(a) Zener (general)

(100)

[o10]

o

[ (projection)
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(10)

(b) Cottrell (bcc)
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S move down their slip plane until they become blocked by a grain bound-
ary A; they pile up against it and large shear stresses are concentrated at
the tip of this glide band. However, as edge dislocations are equivalent
to extra half-planes of atoms lying perpendicular to the slip plane, a group
of r dislocations of Burgers vector b produces a wedge of height rb between
A and B which induces large tensile stresses in the cleavage plane 44’. A
cleavage crack then nucleates when these tensile stresses are large enough
to exceed the cohesive stress of the material. It should be noted that the
crack has been nucleated by the shear stress = acting along the plane S4
and that such cracks can in fact be nucleated by applied compressive
stresses. They will not, however, propagate until a sufficiently large ten-
sile stress is applied perpendicular to the plane 44",

Obstacles strong enough for this mechanism to operate are provided
by grain boundaries in polycrystals and by hard second-phase particles in
dirty metals. If such phases are segregated at the grain boundaries, crack
nucleation can be facilitated because the brittle second-phase particles
crack readily. If the cleavage planes of the matrix are well-aligned with
those of the particle, the crack spreads easily into the matrix. If, however,
they are badly misoriented, it is more difficult for the crack to cross the
particle-matrix interface and propagation is hindered. Furthermore, grain
boundary segregation of impurities can, in some systems, be so severe
as to produce intergranular fracture if the boundary is weaker than the
matrix.

As grain boundaries and second-phase particles do not exist in pure
single crystals, it is necessary to postulate further mechanisms by which
cleavage fracture can be nucleated in these materials. It is believed that
the deformation processes can themselves produce barriers which are strong
enough to block dislocations and generate the required stress concentra-
tions. The actual mechanisms proposed depend on the crystal structure of
the material concerned and that shown in Fig. 3.6(b), due to Cottrell,”® is
for bee metals. Dislocations gliding on two intersecting {110} {111 sys-
tems interact to form a dislocation whose Burgers vector lies on the (001)
cleavage plane, and succeeding dislocations combine in the same way to
nucleate a microcrack. As before, a tensile stress applied perpendicular to
the (001) plane is necessary before the crack can propagate. Cleavage
cracks formed by this mechanism have been observed in silicon iron single
crystals strained at 77°K."

In hexagonal metals, both slip and cleavage take place on the basal
plane and the mechanism®?* illustrated in Fig. 3.6(c) can generate cleavage
cracks under these conditions. A low-angle tilt boundary lies normal to
the basal plane and slip occurring in plane C causes a crack to form along
plane D.

In Fig. 3.6(b), the cleavage crack was produced by intersecting dis-
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Fig. 3.7. Microcrack stopped at the grain boundaries of a mild steel specimen fractured
in the ductile/brittle transition region.

locations; a similar mechanism involving the successive interaction of
deformation twins can also form microcracks as shown in Fig. 3.8.%2
Twinning is a favorable mode of deformation in bce metals both at low
temperatures and high strain rates and it is a possible mechanism for the
nucleation of cleavage cracks under these loading conditions. It is thought
to occur in single crystals of bec metals, such as iron, where the fracture
behavior at low temperatures is determined largely by the orientation of
the cleavage plane with regard to the tensile axis. Both cleavage and
twinning are favored when there is a large tensile stress normal to the
cleavage plane: at temperatures above the ductile-brittle transition, they
deform by twinning, at low temperatures, they fail by cleavage. If, how-
ever, twinning is prevented by prestraining at room temperature and the
crystals are subsequently strained at low temperature, cleavage failure does
not occur, the crystals deform by slip, and failure is by shear in a chisel-
point mode.® This is, however, only circumstantial evidence for, not
definite proof of, the hypothesis that twin-twin interactions are the active
crack-nucleating mechanism. The relationship between mechanical twin-
ning and brittle fracture in bcc metals has been reviewed recently by Reid,*
who concludes that there is not, as yet, a proven one-to-one correlation
between twinning and cleavage crack nucleation and that until the origin
of fracture can be located unambiguously at such a site, the hypothesis
cannot be considered proven.
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Fig. 3.8. Nucleation of a transgranular cleavage crack in silicon-iron by the intersec-
tion of deformation twins (Hull??).

As stated earlier, there are three basic stages in the cleavage failure
of a polycrystalline metal: nucleation, initial growth, and passage through
the first major barrier encountered by the crack. It was assumed by Stroh?®
that crack nucleation was the most difficult of these three stages and that,
once nucleated, the first crack formed spread to cause complete cleavage
failure. This is possibly true for cleavage fracture in some single crystals,
but the fracture criteria derived from this assumption were unable to ex-
plain a number of the observed details of cleavage failure in polycrystal-
line metals, in particular the occurrence of stopped microcracks and the
fact that cleavage failure can occur after a period of plastic deformation
and strain-hardening. Even more damning was its inability to explain the
transition from brittle to ductile behavior brought about by a reduction
in grain size of the metal.

In contrast, Cottrell”® and Petch® assume that the initial stages of crack
growth are the most difficult. In Fig. 3.6(b), a pile up of a dislocation was
shown to produce a plastic displacement nb at the base of a wedge-shaped
crack. The effective shear stress on the plane S4 necessary to produce this
displacement is ¢ — 7; (the applied shear stress minus the friction stress),
which is equal to nbG/L (b is the Burgers vector, G the shear modulus, L
the slip band length). The work done is the applied stress multiplied by
the plastic displacement, ¢ X nb, and it is assumed that this must be greater
than, or equal to, the effective surface energy of fracture, 2y', in order that
the cleavage crack may propagate without being blunted by plastic relaxation
at its tip, i.e.,
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2r' < onb < o[(r — 1,)/GIL < o[(zr — 7,)/G]ld (3.1)

where the slip band length is assumed to be half the grain size, 2d. Once
yield has occurred in one or two grains, the applied shear stress is equal
to the yield stress, i.e., T = r,. But the Hall-Petch equation (1.8) showed
that the yield stress o, is related to the friction stress ¢; and the grain size
by the equation ¢, = o, + k,d™'? or 0, — 0, = k,d™'.
As o = 27,
T, —t; = tk,d71?

Substituting in equation (3.1) for ¢, — t; and rearranging, we get
O'growth = (4GT,/ky)d“”2 (3'2)

for the stress necessary to produce initial crack growth. If initial growth
is the most difficult of the three stages of fracture, the growth stress equals
the fracture stress, i.e.,

oy = (4Gy'[k,)d"? (3.3)

In Fig. 3.9, both yield and fracture stresses are shown as a function of
grain size for a series of mild steel specimens fractured at 77°K. In fine-
grained specimens, the yield stress is lower than the fracture stress and
strain-hardening is necessary to increase the stress by Ac to the fracture
stress gy, As the grain size is increased (4~ decreased), less strain-harden-
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Fig. 3.9. Grain-size dependence of the yield and fracture stresses of a series of mild-

steel specimens tested in tension at 77°K showing occurrence of ductile brittle transi-
tion. Ductility falls to zero as the grain size is increased to the critical value.
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ing is needed to reach the fracture stress and hence the percentage elonga-
tion decreases to become zero at o, = o,. When the grain size is larger
than this critical size, the effective fracture stress departs from the line
oy = 4Gy'd "*k, to follow the yield stress line because crack nucleation
cannot take place until yield has occurred in at least one grain.

None of the terms in the right-hand side of equation (3.3) are strongly
dependent on temperature and, to a first approximation, the fracture stress
may be considered almost temperature-independent. In contrast, we have
seen in sections 1.5 and 1.6 that the friction stress ¢; of bce metals (and
hence the yield stress, as ¢, = o; + k,d™?) increases strongly as the tem-
perature falls. This situation is illustrated in Fig. 3.10, where ¢,, and gy,
are the yield and fracture stresses, respectively, of a bcc metal having a
certain composition, grain size, etc. The curves cross at temperature 77,
which is the transition temperature for this material. As before, the frac-
ture stress follows the yield stress curve below T; because the yield stress
must be exceeded before nucleation is possible. If the grain size of this
material is refined, both yield stress and fracture stress will be increased to
g, and o,, respectively, where the increase Ag; will be greater than the
increase Ac,. (This follows from the relative slopes of the lines for o,
and o, as a function of 472 in Fig. 3.9). Thus, the transition temperature
will drop to T, for this fine-grained specimen. In contrast, other metal-
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Fig. 3.10. Temperature dependence of the yield stresses (¢,; and 0,7) and fracture stresses
(051 and ¢ )) of coarse-grained (1) and fine-grained (2) specimens of a bce metal having
ductile-brittle transition temperatures at T; and T, respectively. The transition at T3
is for a coarse-grained specimen whose yield stress has been increased to ¢,2 by cold-work.
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lurgical treatments, such as cold-working or solution-hardening, which
raise the yield stress but not the fracture stress must produce a rise in
transition temperature. In the diagram, such a treatment is assumed for
convenience to raise the yield stress to g,, thus causing the transition tem-
perature to rise to Tj. It is difficult to make such generalizations on the
effect of precipitates, as they can influence both nucleation and initial
growth. Coarse, segregated particles with poor inclusion-matrix interfaces
are likely to aid nucleation and lower the fracture stress; fine, well-dispersed
precipitates can reduce the active slip lengths and increase the fracture
stress. For example, quenched and tempered plain carbon steels have lower
transition temperatures than annealed steels because this treatment pro-
duces a very small grain size and finely dispersed carbide particles.

Expressions of the form ¢; = (4Gy’/k,)d "> can be derived for most
crack nucleation mechanisms, as they all make use of the Petch relation-
ship between yield stress and grain diameter. It is possible to explain the
effect of most intrinsic and extrinsic variables on the fracture stress o by
considering their effect on the parameters 7’ and k,, or the ratio y’/k,: for
example, k, for twinning is greater than that for slip and hence the frac-
ture stress is increased when twinning is inhibited. The effective surface
energy 7’ plays an important role in determining oy and hence the pro-
bability of cleavage fracture. In ideally brittle materials, 7’ = 7,, the sur-
face energy, and as 7, is small, o, is small and cleavage is easy. In metals,
plastic deformation takes place at the tip of a moving crack and some of
the stored energy is dissipated during plastic work. The effective surface
energy is then given by 7,, the work of plastic deformation, which is
usually much larger than 7,.

There are a number of mechanisms by which energy can be absorbed
during plastic deformation; in single crystals, one of the most important
is the formation of cleavage steps which are created by the interaction of
the moving crack with defects in the crystal and which appear as river
lines. The other important dissipative process is the generation of mobile
dislocations at or near the crack tip. This process leads to plastic relaxa-
tion and blunting of the crack tip, and the greater the amount of plastic
relaxation, the more difficult it becomes for the crack to propagate. Fur-
thermore, it can be shown that a finite time is required for a dislocation
to be nucleated and move down its glide plane away from the crack tip:
thus, if the velocity of a cleavage crack is low, many dislocations can be
formed as it passes through any given region and considerable plastic re-
laxation can occur. If the crack velocity is high, few dislocations are gene-
rated during its passage and little energy is dissipated. Friedel” uses this
concept to differentiate between ductile and brittle fracture, brittle fracture
occurring when cracks are able to propagate rapidly without significant
plastic relaxation at the tip of the moving crack. Factors which inhibit
dislocation motion and thus minimize plastic relaxation include: (1) a
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high Peierls force for dislocation movement (section 1.5.3), (2) a large
increase in this force at low temperatures (section 1.5.1), (3) the strong
pinning of dislocations by impurity atoms (section 1.5.3), and (4) a highly
strain-rate-sensitive yield stress (section 1.5.3).

All these factors can be found in bce metals and, to a lesser extent, in
hcp metals, and thus brittle fracture is favored in these metals; they are
absent in fcc metals and hence failure in these metals is always ductile, as
rapid crack propagation is not possible.

In polycrystalline metals, the grain boundaries provide an additional
powerful mechanism for absorbing energy from a moving crack. If the
angle of mismatch between adjacent grains is small, the crack is able to
cross the boundary quite easily and the effective boundary strength o is
small. In contrast, for large misorientations, the boundary strength is high
(the effective boundary surface energy 75 = y’/cos* @, where ¢ is the angle
of misorientation) and moving cracks can be slowed down or even halted.
In semibrittle metals, it is probable that cleavage propagates discontin-
uously, with new microcracks being nucleated ahead of the main crack
front, probably on a plane distinct from that of the main crack; these
cracks then join together by tearing in the grains between them. Such
behavior is found in many bcc metals at temperatures just above or just
below their ductile—brittle transition, but at very low temperatures, cleavage
crack propagation can be continuous.

Once a moving cleavage crack has successfully overcome the first
strong barrier that it encounters, it is usually large enough to grow solely
by the release of elastic energy supplied by the tensile component of the
applied stress. The conditions for the propagation of such a crack were
first considered by Griffith® for completely brittle materials such as glass,
but such an analysis also provides a convenient starting point for an ex-
amination of the fracture of nonideally brittle solids such as metals.

3.2. CRACK PROPAGATION: FRACTURE TOUGHNESS

3.2.1. The Energy Balance Approach

Any notch, crack, or void in a material acts as a stress raiser and the
degree of elastic stress concentration which it causes depends largely on its
form and sharpness. Inglis® has shown that the maximum stress o,, deve-
loped at the tip of an elliptical crack of length 24 and root radius p is
given approximately by

0, = 20(a/p)'? (3.9)

where ¢ is the applied stress.
In ideally brittle solids, even relatively small applied stresses can be
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magnified sufficiently for the stress at the tip of an atomically sharp crack
to exceed the theoretical cohesive strength of the material: atomic bonds
are then broken and the crack starts to propagate. Elastic strain energy is
released during this process, but work must also be done in order to create
new crack surfaces. Considering the system shown in Fig. 3.11 in which
a tensile stress ¢ is applied to a thin plate of unit width which contains
either an elliptical center crack of length 2a or a semielliptical edge crack
length a, the elastic strain energy released by the extension of such a crack
is given by

Ug = —nd’d*|E (3.5)

The surface energy gained by the creation of these two new crack sur;
faces is
US = 4a T_‘- (3.6)

where 7, is the true surface energy per unit area. Griffith® postulated that
such a crack will propagate in an unstable manner when an incremental
increase in its length no longer changes the net energy of the system, i.e.,
when
8U/6a = 0(Us + Us)/oa = (—2mac?[E) + 4y, =0
or
or = QEy,[ra)'? 3.7

Once a crack of the critical length 2a has formed, its further extension can
take place at a lower applied stress, due to the inverse relationship between
crack length and stress, and the crack accelerates rapidly to a limiting
velocity slightly less than that of sound in the material concerned.

In extremely brittle materials such as glass, the critical crack sizes

-

* Fig. 3.11. Schematic representation of a material
o containing a Griffith crack.
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predicted by the Griffith criterion are of the order of a few microns in
length and are similar to those found experimentally. Further proof of
the dominant role played by these microcracks was provided by the fact
that carefully prepared, freshly drawn fibers which contained no such
cracks were found to have strengths which approached the theoretical
value for glass.

In the above analysis, the Griffith criterion was developed for a thin
sheet subjected to plane stress loading. Other workers have extended the
analysis to oblate spheroidal cracks in thicker material and have shown
that a small correction due to Poisson’s ratio must be added for the plane
strain stress system. Furthermore, it can also be extended to cover biaxial
stress systems and compressive stresses. It then predicts that the stress re-
quired to cause unstable fracture under a uniaxially applied compressive
load is eight times higher than the uniaxial tensile failure stress. Such re-
sults have been experimentally verified and are exploited in commercial
glass production, where compressive stresses are induced into the surfaces
of glass plates in order to improve their strength.

The application of the Griffith criterion to the failure of apparently
brittle metals did not, however, meet with much success. As we saw in
section 3.1.2, a certain amount of plastic deformation is needed for the
initiation of cleavage cracks in metals. Furthermore, plastic deformation
which takes place during crack growth tends to blunt the crack tip and
thus increase the energy needed for its propagation. Plastic deformation
therefore plays an important role in the fracture of brittle metals and
Orowan® has shown that, when plastic deformation is concentrated in a
region ahead of the crack tip which is small in comparison to the length
of the crack, the Griffith equation may be modified to

or = [2E(r: + 1,)[ra]'” (3.8)

where 7, is the work of plastic deformation at the tip of a growing crack.
As for most metals y, = 10°y,, the modified Griffith criterion can often
be simplified to

or = QEy,|/na)"? (3.9)

Hence, for metals, the energy balance is between the elastic energy released
by crack growth and the plastic work done during such growth. Further-
more, as 7, = 10%7,, critical crack lengths in brittle metals are of the order
of a few millimeters instead of a few microns as found for more truly
brittle solids such as glass.

The work of plastic deformation 7, depends on the magnitude of the
stresses and strains developed in the material during fracture, and, in order
for a material to be tough and to absorb a considerable amount of energy
during fracture, both stresses and strains must be high. As many of the
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metallurgical factors which increase the strength of a metal simultaneously
cause a large decrease in the strains developed during failure, it is some-
times found that high-strength alloys have such unacceptably low tough-
nesses that they are unsuitable for general use. This important relationship
between strength and toughness will be considered further in section 3.2.4.

3.2.2. The Fracture Mechanics Approach

An alternative approach to the problem of unstable crack propaga-
tion is due to Irwin,* who developed a stress intensity criterion for fracture
as opposed to the energy criterion developed by Griffith. He showed that
the local elastic stresses developed near the root of a crack could be de-
scribed in terms of a stress intensity factor K which, for a thin, infinitely
wide plate containing an infinitely sharp elastic crack of length 24 and
subjected to a nominal tensile stress ¢ is given, for plane stress loading, by
the relationship

K = o(ra)'? (3.10)

Unstable fracture is assumed to occur at stress o when K is e€qual to the
critical stress intensity factor K., which is also known as the fracture tough-
ness and which is a characteristic of the material concerned, i.e.,

K. = ox(ra)" (3.11)

Irwin also defined a parameter G called the crack extemsion force
which, for plane stress loading, is given by the relationship

G = K*E (3.12)

and at fracture this has the critical value G,, which is the crack resistance
force or toughness of the material. Hence

G.= KYE (3.13)

12 where o is the nominal fracture stress, we

As at fracture K, = ox(ra
have, on substitution,
G, = og'walE
ie.,
or = (EG./na)'? (3.14)

On comparison, it can be seen that equations (3.7) and (3.14) have
the same form and that
G. =2y, (3.15)

Hence, both the Griffith and Irwin approaches lead to similar results, al-
though the concepts involved are different in the two cases.
Similar calculations have been performed for a variety of simple crack
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shapes and for a number of different stress distributions, but all tend to a
relationship similar to that given in equation (3.14), modified if need be
by a term involving Poisson’s ratio v and a shape correction factor Q.

The above relationships were developed on the basis of linear elastic
fracture mechanics and they apply rigorously only to completely brittle
solids, as does the unmodified Griffith equation. We have seen, however,
that the propagation of cracks in metals is governed by the plastic de-
formation which both precedes and accompanies crack growth and this
fact must therefore be recognized and allowed for if the Irwin analysis is
to be applied to metals. Such an extension is, in fact, only possible if the
volume of metal subjected to plastic deformation is small in comparison
to that stressed elastically. This in turn implies that the plastic zone size
is small in comparison to both the crack length and the net remaining
cross section of material. Current procedure,” which is based on sugges-
tions made originally by Irwin,* is to allow for plastic deformation in the
small zone ahead of the crack tip by adding an extra increment r, to the
original crack length g, i.e.,

s = a + r, = a[l + (r,/a)] (3.16)
where the plastic zone correction factor r, is defined by the relationship
r, = (1/27)(K/e,)? (3.17)

g, being the yield strength of the material. But, from equation (3.11), at
fracture, K. = g.(wa)'? hence, on substitution and rearrangement,

ryla = $(o¢/0,)? (3.18)

Now, the lower the ratio r,/a, the smaller the correction necessary for the
plastic zone size and thus the smaller will be the errors which arise from
the application of linear elastic fracture mechanics to the failure of non-
ideally brittle solids such as metals. It follows from equation (3.18) that
this situation is most nearly realized for high-strength alloys in which the
gross fracture stress o is small compared with the yield strength o,. The
errors increase as ¢y approaches ¢,, and when measuring X, it is common
practice to limit ¢r to <0.8¢, in order to ensure that excessive plastic
deformation does not precede fracture. When ¢ > o,, fracture occurs
after general yield, and linear elastic fracture mechanics cannot be applied
to this type of failure. The analysis of such failures has, however, been
attempted by Wells and his collaborators by use of the crack opening dis-
placement approach, and this topic will be reconsidered in section 3.3.3.1.

Returning now to the application of fracture mechanics to the failure
of metals, we saw that, for ideally brittle solids, G., the crack resistance
force, was given by equation (3.14), G, = mac*/E. If we now replace a
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by the corrected crack length a[1 + (r,/a)] and substitute from equation
(3.18) for r,/a = (or/c,)?, we obtain

G. = (raoF|E)[1 + %(0s/0,)’] (3.19)

for the crack resistance force corrected for plastic zone size.

A similarly modified expression can also be obtained for the fracture
toughness K, of nonideally brittle metals. For a perfectly elastic solid, we
had, from (3.11), K, = 6z(ra)"? or K? = oy’wra. To allow for the effect
of plastic deformation, we substitute @, for @, where a,, = a + r,. Now
by definition, r, = (1/27)(K,/c,)* at fracture. Hence, on substitution in
(3.11), :
K2 = o wall + (1/2za)(K.jo,)?] (3.20)

This can be rearranged to give the more common form
or = K/[ra + $(K/0,)]""? (3.21)

We saw in equation (3.18) that the errors introduced by the use of
the term 7, to correct for plastic deformation are determined by the ratio
of fracture strength to yield strength, and it should be noted that the strain-
hardening characteristics of the material also influence the validity of this
correction. A further important factor which must be considered is the
type of stress system operative at failure, and this in turn is determined by
the specimen thickness and other geometric effects. A schematic diagram
of the crack surface, crack front, and the plastic zone is shown in Fig. 3.12.

Shaded Areo - Crack Surface
Heavy Solid Line -Crock Front

" Plastic Zons

Fig. 3.12. Schematic diagram of the crack surface, crack front, and plastic zone in a
specimen showing both slant and square failure {Weiss and Yukawa’).
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The constraint to plastic deformation provided by the surrounding elasti-
cally stressed material is greatest at the center of the specimen, the radius
of the plastic zone is small, the material is at its most brittle, and the crack
is effectively under plane strain loading. At the edges of the specimen,
however, the constraint to plastic deformation is less and the radius of the
plastic zone is larger. The material is here subjected to plane stress load-
ing and failure is usually by a shear mechanism which absorbs a larger
amount of energy. The fracture toughness is thus determined by the rela-
tive amounts of slant (high-energy shear) and square (low-energy shear or
cleavage) failure and this is itself a function of the specimen thickness B.
In Fig. 3.13, the fracture toughness of a 7075 aluminum alloy is shown as
a function of specimen thickness, B, and also as correlated with the per-
centage of square fracture appearing on the failure surfaces. It can be seen
that, for very thick specimens, the fracture toughness decreases asympto-
tically toward a limiting value denoted as K., the plane strain fracture
toughness (the subscript 1 denotes the opening mode of crack extension as
defined by Irwin, in which the applied tensile stress is normal to the faces
of the crack). For such thick specimens, the constraint to plastic deforma-
tion is at its greatest and fracture is entirely square. As the thickness B is
reduced, shear lips appear at the edges of the specimen and K, rises as the
ratio of square/slant fracture decreases. Eventually, a maximum fracture
toughness is obtained for thin specimens when failure is either fully slant
or “vee-slant” (i.e., plane stress loading). The reduction in toughness
which takes place for even thinner sheets is associated with a reduction in
the total volume of material which undergoes plastic deformation. For
most metals, however, this decrease in toughness occurs at thicknesses be-
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Fig. 3.13. Variation of fracture toughness G, and the percentage of square fracture with
specimen thickness in a 7075-T6 aluminum alloy (Srawley and Brown34).
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low those of practical interest. (The low toughness characteristic of very
thin sheets may be illustrated by the ease with which aluminum cooking
foil may be torn!)

As the sheet thickness B has such a strong influence on the degree of
plastic constraint and hence on the transition from plane stress to plane
strain failure, a parameter B, is defined by the relationship

B. = K}?|Bo}? (3.22)

to give an indication of the degree of constraint due to specimen thickness.
If 8, =2m, B =r, and failure is completely shear; when 8. > 4, shear
lips usually occupy more than half the fracture surface; and when 8, < 1,
the shear lips are small.

When the surfaces of fractured sheet specimens are examined, it is
found that only in the case of fully slant failures does the crack front pro-
pagate linearly across the thickness of the sheet, as illustrated in Fig.
3.14(a). For most mixed fractures, the “square” part of the crack advances
ahead of the shear lip as illustrated schematically in Fig. 3.14(b) and the
shape of the crack front is approximately parabolic. The characteristic
chevron markings also indicated are formed perpendicular to the advanc-

(b) predominantly square fracture

Fig. 3.14. Schematic representations of the advancement of the crack front in (a) a thin

specimen which shows a slant fracture and (b) a thicker specimen which shows both slant

and square fracture. In the latter case, the square portion advances fastest and leads to

the formation of the characteristic chevron markings, which are also illustrated (after
Srawley and Brown34).



Fracture 119

ing crack front and point back toward the origin of the failure, thus facili-
tating the identification of the initiation site. These chevrons or radial
markings form because the advancing crack front branches and propagates
on a number of different levels, the radial markings denoting the bound-
aries between adjacent noncoplanar fracture surfaces. When the crack
approaches the free surface, the radial markings bend outward to become
normal to the surface as they cross the shear lip.

It must be emphasized that the relationship between fracture tough-
ness and specimen thickness described above is an intrinsic effect found for
homogeneous materials and is not a result of the various metallurgical pro-
cesses which may have been used to form the material. Such inhomogenei-
ties are, for example, produced by the differences in cooling rates between
the center and edges of thick sections and they must of course be allowed
for when using such materials. As K, varies with specimen thickness even
for homogeneous materials, it cannot be considered a true material con-
stant, as such a property should be independent of testing conditions. In
contrast, the plane strain fracture toughness K. is not dependent on B
and thus it may be considered as a material constant if care is taken to
ensure that it is measured in a meaningful manner. Much experimental ef-
fort has been expended in determining K, for a large number of materials
in a variety of shapes and tested under a range of environments, tempera-
tures, etc. This emphasis on K, values does not, however, mean that
measurements of K, are any less valuable. They can provide valid engi-
neering design data which are characteristic of the thickness of material
tested, and under circumstances where thin-sheet materials are to be used
for structural application, such data are in fact more valuable than those
obtained for thicker material which may have had a different metallurgical
history and, hence, mechanical properties.

3.2.3. Measurement of Fracture Toughness

Although a detailed consideration of fracture toughness testing tech-
niques is outside the scope of this text, a brief indication of some basic
points is considered necessary to illustrate some of the precautions which
have to be taken to obtain valid results. In essence, artificial cracks of
known size, sharpness, and form are introduced into specimens of suitable
geometry and dimensions. These are loaded slowly while both crack ex-
tension and applied load are measured and K, or K,, values are derived
from the stresses and crack sizes at which significant rapid crack growth
takes place or at which instability is reached. Almost any specimen shape
and notch geometry could theoretically be used for such tests as long as
they were amenable to suitable stress analysis. In practice, however, there
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are five main types of specimen which have become accepted as standards
and whose characteristics are discussed in detail by Srawley and Brown 3%
They are as follows.

3.2.3.1. The Center-Cracked or Symmetrically Edge-Cracked Spec-
imens. These specimens were the first to be recommended by the ASTM
Special Committee® and they have since been widely used. A plate of
width W containing a central crack of half-length a, or two collinear edge
notches each of length a, is loaded in tension to a stress ¢. The stress
intensity factor K is given by

K = oftan(wa/W)]'> (3.23)
and both K, and K|, can be measured by this technique.

3.2.3.2. The Single Edge-Notched Plate. Such a plate, again loaded
in tension, gives values of K;, only, as do all the remaining tests. Less
material and lower test loads are required for these specimens compared
to the previous types, but the formulas used for deriving K values are
more complex.

3.2.3.3. Notched Bend Specimens. Both three- and four-point load-
ing can be used for these specimens, but the latter is considered more
reliable. Formulas for K, are again complex and, although a convenient
test, it tends to give less accurate results than the previous two methods.

3.2.3.4. Surface-Flawed Plate Specimens. This type of specimen,
which contains a semielliptical surface crack, is especially relevant, as it
simulates the effects of cracks commonly found to have caused failure in
pressure vessels and which are particularly dangerous, as their presence is
not revealed by fluid leakage. However, such specimens have the disadvan-
tage of needing testing machines of high loading capacity to cope with the
plate thicknesses used for this type of application.

3.2.3.5. Circumferentially Notched Round Bars. Such bars loaded
in tension have been widely used for revealing the notch sensitivity of
brittle materials. Approximate K;, values can also be obtained from these
tests if suitable cracks are produced and if loading is sufficiently axial.

Returning to the center- or edge-cracked plates of 3.2.3.1, it has been
found that the values of K, given by such tests can be low if either the
width of the plate is too small or if the critical crack length is too short.
The first of these effects is illustrated in Fig. 3.15, where K, is shown as a
function of plate width W; also indicated on the same diagram is the ratio
of the net section stress gy to the yield stress ¢,. It can be seen that K,
becomes independent of W when oy/o, < 0.8; the same criterion has also
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been found to hold for the length of a critical crack in a plate of constant
width. Thus, the ASTM committee recommend that o, at instability must
not be greater than 0.80, ; while initial crack lengths of up to 1/3 of the
specimen width are commonly used to ensure reliable values of K. .

A further point of importance concerns the required sharpness of the
preinduced notch. As testing experience was built up, it became apparent
that the sharpest possible cracks were needed to give reproducible results
and it is now common practice for a machined notch to be sharpened by
the initiation of a natural crack at its root. This is usually achieved by
fatigue, although hydrogen embrittlement, partial cleavage, and electrical
discharge machining are also occasionally employed. A variety of tech-
niques are used to measure the length of the crack during its subcritical
growth: these include displacement gauges, electric potential probes, cine-
matography, acoustical sensors, etc. Further details of these techniques
can be found elsewhere.*** It is worth noting that the largest source of
error in the measurement of G, or K, lies in the uncertainty with which
the critical crack length can be obtained at the point of instability.

In the previous section, we saw that the plane strain fracture tough-
ness K, determines the critical flaw size and fracture stress in very thick
materials; K;, may thus be obtained directly by measurement of these
quantities at instability in thick specimens. It is, however, also possible
to obtain K. values from thinner sheet specimens by use of the “pop-in”
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Fig. 3.16. (a) Crack extension force as a function of crack length for specimens of vary-

ing thickness showing “pop-in” occurring at G, for the thicker specimens (after Srawley

and Brown3). (b) Determination of Gy, by the secant offset technique (after Brown and
Srawley!0).

technique first described by Krafft et al.* They noticed that, in sheet
specimens thick enough to exhibit both slant and square fracture, the ini-
tiation of crack growth from a preinduced flaw occurred as a distinct burst
or “pop-in” which appeared as a discontinuous jump on the strain-record-
ing device and usually also as an audible click. Furthermore, “pop-in”
was found to occur at a value of G (or K) approximately equal to the G,,
(or K,,) value of the material, thus giving a convenient method of measur-
ing these parameters. This behavior is illustrated in Fig. 3.16(a), where
the crack extension force G is shown as a function of crack length for a
series of specimens of varying thicknesses. For the thinnest specimen (i),
failure is entirely by shear and instability occurs at G = G,. For the
thicker specimens (ii), the crack begins to grow rapidly under plane strain
conditions at the center of the specimen, when G = G, (for example, it
might advance from position 1 to position 5 in Fig. 3.14) and this is in-
dicated by a discontinuous jump in crack length. The crack does not,
however, grow to the critical size before it is arrested by the plastic work
done in breaking through at the free surfaces of the sheet to form shear
lips. Further slow crack propagation then occurs until instability is
reached at G = G,. For the thicker specimens (iii) and (iv), G. is lower
and “pop-in” more pronounced, while for the thickest sheet (v), unstable
crack growth develops at a value of G = G,.
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In practice, however, load-displacement curves do not always give
such a clear indication of pop-in as inferred from Fig. 3.16(a) and it has
been found necessary to develop suitable criteria and methods of analysis
to determine whether or not the derived K|, values are valid. In particular,
difficulties arise with curves which show either excessive deviation from
linearity preceding pop-in, or pop-in of insufficient magnitude. Brown
and Srawley' have proposed that a secant offset criterion be used to deter-
mine the acceptability of any questionable events, and the basis of their
method is illustrated in Fig. 3.16(b). A pop-in indication is defined as a
temporary maximum in the load-displacement curve followed by an in-
crease in displacement which occurs without the load rising above this
maximum value. Such an event is shown by curve (i). Line OA4is a linear
extension of the initial portion of the load-displacement curve, while OB
is a secant whose slope is determined by a set of rules detailed by Brown
and Srawley. With reference to the enlarged portion of these curves shown
in the inset, deviation from linearity Aw, is deemed to be acceptable if the
maximum m falls between the lines O4 and OB, ie., Av, = am < ab,
while pop-in is of sufficient magnitude if the pop-in displacement Aw, is
at least equal to the maximum permitted deviation from linearity ab, i.c.,
mn > ab. Thus, the event occurring in curve (i) would be acceptable,
while that of curve (ii) fails because of excessive deviation from linearity,
and that of curve (iii) fails as the pop-in is of insufficient magnitude.

The curves shown in Fig. 3.16(a) are often known as “R curves,”
where the parameter R is the resistance to crack growth. During the slow
crack growth which precedes instability, the crack resistance is equal to
the rate at which energy is absorbed during crack growth, while at insta-
bility, R equals G,, the critical crack extension force. This condition is
achieved when the tangent from zero touches the R curve and such tan-
gents are also shown in Fig. 3.16(a) for the five specimens. As before, it
can be seen that G, decreases with increase in specimen width, and for the
very thick sample, the tangent touches the R curve at G = G,.. Srawley
and Brown* have suggested that the parameter R is, in fact, more basic
than G, which is just a limiting value of R for a long crack in a wide
plate. Furthermore, it has also been suggested” that the concept of R
curves may be used to explain slow crack growth during fatigue and also
crack arrest phenomena such as those shown in the Robertson test.

So far, we have discussed fracture toughness testing on the assumption
that reliable values of K, or G, are required for use in rigorous analyses
based on the principles of fracture mechanics. While this is undoubtedly
true in a large number of cases, there are also occasions when the basic
principles of fracture mechanics can be applied less rigorously to indicate
whether a given material is likely to be notch-brittle in service or, more
frequently, to show which of a range of available materials is likely to
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prove the least notch-sensitive. Such tests, for example, are frequently
used during alloy development and in the evaluation of different types of
material for use in a particular application. Much of the work performed
on the toughness of materials at cryogenic temperatures comes into these
categories and Schwartzberg® has reviewed the work carried out up to 1967
and discussed some of its limitations. In particular he has shown that
some of the earlier work involved the use of undersized specimens, with
the result that ranking orders derived from these tests were erroneous.
This is illustrated in Fig. 3.17, where K, is shown as a function of spec-
imen width W for two materials I and II. These curves have the same
form as that in Fig. 3.15, where it was shown that the low K, values ob-
tained with narrow plates were due to ratios of net section stress/gross yield
stress in excess of 0.8. Thus, although material I actually has a higher
fracture toughness than material II, the narrow plate specimens used for
the cryogenic tests inverted this ranking due to excessive plastic deforma-
tion in the specimen of material I. It should, however, be noted that the
results obtained from the narrow specimen underestimated the real fracture
toughness and thus gave overconservative design criteria.

The need for a simple, cheap screening test for materials selection was
recognized by the ASTM special committee on fracture toughness and they
recommended the use of fixed-width, sharp edge-notch or center-notch
specimens, with the preferred measure of merit being the notch-strength
ratio at the minimum possible service temperature. (The notch-strength
ratio, otherwise known as the notch sensitivity ratio or the notch-tensile
ratio, is defined as the net stress in the notched specimens at maximum
load divided by the ultimate tensile stress in an unnotched specimen.) It
was recognized that this test had its limitations and it was therefore sug-

Relative merit as indicated Actual relative merit
by inadequate specimens.

material I

material I

Thickness (B) = constant

Fracture Toughness, Kc

1

: Much of the cryogenic testing has been
Lo Lg— Performed in this range.

1 H

Width, W ——

Fig. 3.17. Variation of fracture toughness with specimen width for two different mate-
rials, showing how incorrect ranking orders can be obtained by the use of undersized
specimens (after Schwartzberg38).
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gested that the appearance of the fracture surface, and in particular the
ratio of slant to square fracture, should also be taken into consideration.
As experience built up on the use of the notch-strength ratio criterion
for screening tests, it became apparent that the geometry of the notch
chosen, and in particular the value of the stress concentration (or notch
acuity) factor K, had a strong influence on the value of the notch-strength
ratio. Low stress concentration factors, e.g., K, = 2, were found to be too
insensitive to distinguish between notch-tough and notch-brittle materials,
while K, values in excess of ~12 made even tough materials appear brittle.
Most workers therefore settled for a compromise and K, values of about 6
were usually selected, e.g., 6.0 by Brisbane® and 6.3 by Christian® and his
co-workers. With these values of K|, it has been found* that, if the notch—
strength ratio is less than about 0.70, there is a strong probability of an
unstable fracture developing in service. Watson et al.? have taken this
process a step further by correlating the results of notch-strength tests with
those obtained from high-stress axial fatigue tests of welded stainless steel
specimens, to show that fatigue resistance is high when the notch-strength
ratio exceeds unity and low when the ratio drops much below unity.
Finally, it should also be noted that Kaufman and Johnson® have
shown that a much more consistent rating of a range of aluminum alloys
was obtained when the notch-yield ratio (the ratio of the tensile strength
of a notched specimen to the yield strength of an unnotched specimen)
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Fig. 3.18. Schematic illustration of the significance of the notch-yield ratio. (A) Series
arrangement of smooth and notched tensile specimens. (B) More realistic situation in
which the specimen has a scratch on its surface (after Kaufman and Johnson3).
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was used instead of the notch-strength ratio. Furthermore, the rating
achieved was almost independent of notch geometry and sharpness, in
contrast to the variability noted earlier for the notch-strength ratio. In
view of the importance of plastic deformation in determining the notch
toughness of metals, it is also argued* that the notch-yield ratio is a more
meaningful parameter, its significance being illustrated in Fig. 3.18. If the
material from which specimen 4 is made has a notch-yield ratio of less
than unity, it will fracture at the notch before it yields in the straight por-
tion of the specimen. The larger the notch-yield ratio, the greater the
amount of plastic deformation which precedes fracture and the tougher
the specimen. A more realistic example is that shown in case B, which -
represents a smooth tensile specimen with a scratch across its surface. If
the depth of the scratch is 10% of the sheet thickness, then a design crite-
rion based on a notch-yield ratio in excess of 1.1 would afford some pro-
tection against failure in service due to the accidental development of such
a scratch.

3.2.4. The Relationship between Strength and Toughness in Metals

Before proceeding to discuss the application of fracture mechanics to
the design of load-bearing components made from materials with low frac-
ture toughness, it is appropriate to note briefly some of the main classes of
material which come into this category and also to consider some of the
metallurgical factors responsible for their low toughness. We have already
seen that, for many metals and alloys, an increase in strength is accompanied
by a decrease in both tensile ductility and toughness. Although this rela-
tionship is not completely rigid, it does provide a convenient starting point
for examining the fracture toughness of metals. Following Tetelman and
McEvily,! it is convenient to define high-strength materials as those which
have yield strengths at room temperature in excess of 1/150 of their elastic
modulus E, medium-strength materials such that E/150 > ¢, > E/300,
and low-strength materials as those for which E/300 > o,. If these criteria
are applied to steels, aluminum alloys, and titanium alloys, the classifica-
tion shown in Table IV is obtained.

Table IV#
Approximate Steels Aluminum Titanium
relations © alloys alloys
High strength gy > E[150 gy > 180 gy > 60 gy > 110
Medium strength E[150 > ¢y > E[300 180> ¢y > 90 60> 6y > 30 110> gy > 55
Low strength oy < E[300 gy < 90 gy < 30 oy < 55

a All stresses are in ksi (=103 psi). E is the elastic modulus.
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3.2.4.1. High-Strength Materials. For these materials, the amount
of energy absorbed during normal or shear rupture is low and in consequence
they have low fracture toughnesses. Now we saw earlier that the energy ab-
sorbed during fracture in a metal was determined largely by the work of
plastic deformation at the crack tip, 7,, and that this, in turn, depended
on both the stresses and strains developed in the material during failure.
It can, in fact, be shown that, for most metals,

Glc - 271, = Za'ypefr (3.24)

where o, is the yield stress, p is the radius of the crack tip, and & is the
ductility of the specimen at the crack tip. The low values of G, in high-
strength materials are due to the low values of o and/or ¢, that characterize
failure in these metals. For example, fracture in many high-strength mate-
rials occurs by the formation and subsequent coalescence of voids in the
plastic zone ahead of the crack tip. These voids form when second-phase
particles or inclusions are cracked by the stresses induced in the plastic
zone, and the higher the yield stress, the larger the number of particles
cracked. This effectively decreases the spacing between voids and, as we
saw in Fig. 3.1(c), it lowers the ductility &, by reducing the amount of
internal necking which takes place during void coalescence. This decrease
in e; outweighs the influence of the increase in ¢, in equation (3.24) and
the net result is a lowering of G,.. In other cases, e.g., cleavage fracture,
the low toughness can be ascribed more to a decrease in crack root radius
0, but as &7 and p are highly interrelated, it is not really possible to sepa-
rate these two factors.

It should be noted that virtually all metallurgical processes which
are used to produce high-strength materials—precipitation-hardening or
second-phase hardening, cold-work, etc.—also lower their notch tough-
nesses by encouraging low-energy tear or cleavage failure. Thus, high
strength and good notch toughness are virtually incompatible in such mate-
rials unless some way can be found to reduce the plastic stress concentra-
tions which are produced by the presence of cracks and other flaws. One
solution to this problem is to provide weak interfaces along planes per-
pendicular to that on which the crack propagates. If these interfaces have
low shear strengths, they will be split by the triaxial stresses set up ahead
of the advancing crack and when the crack reaches such a boundary it will
be blunted and/or deflected. The crack can then only advance once the
stress has built up sufficiently for it to be reinitiated, and large amounts of
energy can be absorbed if this splitting process can be made to occur fre-
quently. In Ausformed steel, the required weak interfaces are produced
parallel to the working direction and very high strength and toughness are
obtainable for this material. It is, in fact, widely known that the notch
toughnesses of many metals can be highly anisotropic due to the structures
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developed during metallurgical working processes such as rolling and extru-
sion. It is therefore important that the relevant G, value is known for the
most critically stressed orientation of the material. Finally, it should also
be noted that the principle of “toughness by weak perpendicular interfaces”
is exploited by nature in the form of bone, bamboo, and many other nat-
urally occurring fibrous materials. Furthermore, man is now following
this example by the development of composite materials in which high-
strength fibers are embedded in low-strength metal or plastic matrices to
produce strong, yet tough engineering materials. This topic will be recon-
sidered in more detail in chapter 4.

3.2.4.2. Medium-Strength Materials. The criterion used to divide
materials into high-, medium-, and low-strength types was based on their
yield strengths at room temperature. However, as we saw in chapters 1
and 2, the yield strength of a number of important alloys can increase
quite considerably below room temperature, and if o, exceeds the value of
E/150, the material behaves at low temperature as if it had a high strength
at ambient temperature. Its failure mode changes from a high-energy-
absorbing shear mode to a low-energy-absorbing type which can be either
cleavage or low-energy tear. The material thus undergoes a tough-brittle
transition at low temperatures, G, has a low value, and safe design proce-
dures for low-temperature operation should therefore be based on the prin-
ciples of fracture mechanics. The effect of temperature on the toughness

of medium-strength materials will be considered in more detail in section
3.2.6.

3.2.4.3. Low-Strength Materials. The toughness of low-strength
materials is determined fundamentally by their liability to failure by cleav-
age. If the material cannot fail by cleavage, fracture is always by a high-
energy-absorbing tear mechanism and it is tough under all operating
conditions unless there are very large and easily identifiable flaws present.
This is the situation which holds for all low-strength metals with a face-
centered-cubic structure. If, on the other hand, the material is able to fail
by cleavage, it undergoes a ductile-brittle transition at some temperature
which is determined by the mechanical properties of the material and the
conditions under which it is stressed. At high temperatures, where failure
is by ductile rupture, it has a high G, value: at low temperatures, where
cleavage failure occurs, G, is low and unstable fracture is possible. As
cleavage failure can take place in the body-centered-cubic form of iron and
steel, these materials undergo a ductile-brittle transition at some temper-
ature and they may be used safely only above this transition. The exact
determination of safe operating temperatures for such important materials
as low alloy steels is, however, a complex subject and this is discussed
further in section 3.3.
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3.2.5. Applied Fracture Mechanics

Fracture in a low-energy mode is thus a potential hazard in high-
strength materials at ambient temperature and in some medium- and low-
strength materials at low temperatures; under such circumstances, the only
successful basis for safe design is one which prevents the initiation of such
failures. This in turn requires that the operating stress is at all times
maintained below the fracture stress ¢, as determined by the fracture
toughness of the material and the size and shape of the largest flaw present.
Historically, the initial impetus for the application of fracture mechanics
to this problem came from the analysis of a large number of failures in
pressure vessels and other highly stressed components in which fracture
was found to have originated at a small crack or flaw. By determining
the size and shape of the critical flaw, calculating the stresses likely to have
been present at failure, and measuring K, for specimens cut from the failed
component or similar material, it was possible to show that the observed
values of a.; agreed well with those predicted by the basic fracture me-
chanics equation oy = (EG,/ma.,)"? and K, = 6x(ra.;)'? providing that
they were expressed in a form suitable for the material and crack geometry
concerned.

Some failures were found to be due to incorrect design and/or materials
selection, where the toughness was so low and the applied stress so high
that the critical flaw size was too small to be detected; in other cases, re-
sidual stresses were responsible for causing the local stress to exceed o-
even though the general level of applied stress was much lower. The other
main cause of failure was due to the material used having a lower tough-
ness than that specified, and this usually arose through one of two mech-
anisms. It was frequently found that failure was initiated at a processing
defect such as a bad weld, a large inclusion, a slag particle, or a blow hole
in a casting and that this flaw was either large enough to initiate failure
directly or that it acted as a nucleus from which slow crack growth oc-
curred until the flaw reached its critical size. Alternatively, if the material
was free from defects yet had a toughness lower than that specified, it was
usually possible to trace this to an incorrect heat-treatment which had
altered its structure, or to some environmental effect, such as stress corro-
sion or hydrogen embrittlement, which lowered the toughness and/or caused
a subcritical flaw to grow.

Once enough experience had been built up in the application of frac-
ture mechanics to such failures and it had been proven that the values of
K, and G. obtained from specimen testing could be correlated with those
obtained from the destructive testing of full-scale pressure vessels and other
types of hardware, it became possible to extend the use of fracture mechanics
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to the safe design of highly stressed components. Of the three main types
of flaw commonly encountered—the through-the-thickness flaw, the sur-
face flaw, and the embedded flaw—only the first normally gives advance
warning of its presence, by causing fluid leakage or a loss of pressure.
Although surface and embedded flaws can, in some cases, grow to form
through-the-thickness cracks prior to instability, it is frequently found
that their critical crack sizes are smaller than the wall thickness of the
vessel and such flaws are thus particularly dangerous. Much effort has
therefore been directed at this aspect of the problem. Stress analysis is
most easily carried out for elliptical or semielliptical flaws and fortunately
it has been found that the majority of observed cracks are of this type.
Various factors have been used to quantify such flaws, such as their area,
a/2c ratio etc., but Tiffany and Masters® claim that the best correlations
are obtained by the use of the a/Q ratio, where Q, the flaw shape parameter,
is defined by the relationship

0 = ¢* — (0.212)(a/0,)? (3.25)

and ¢ is the complete elliptical integral of the second kind. Furthermore,
the presence of the ratio of gross stress to yield stress, o/o,, gives an au-
tomatic correction for the plastic zone size r,, and hence it is not necessary
to use the modified form of the basic fracture mechanics relationships as
derived in equations (3.19) and (3.21). For example, the relevant equation
for a semielliptical surface flaw is

(a/Q) ey = (1/1.217) (K, [0)? (3.26)
while for an embedded elliptical flaw, it becomes
(a/Q) i = (1/7) (K, [0)? (3.27)

This relationship between applied stress and a/Q ratio is shown graphically
in Fig. 3.19 for a range of values of K., the dotted curve at the high-
stress end of the curve for the lowest K, value indicating that the applied
stress could never in practice exceed the ultimate tensile stress of the mate-
rial. In Fig. 3.20, the relationship between flaw shape parameter Q and
a/2c is shown for various ratios of ¢/, together with sketches which define
a and 2c for surface and embedded flaws.

Thus, in theory, it is possible to predict the maximum allowable design
stress of a vessel if suitable values of a, Q, and K, are known. In practice,
the major difficulties arise in deciding what are the most suitable values
for these parameters.

We have already seen that the fracture toughness K. is influenced by a
number of factors, of which the operative stress system is one of the most
important. This, in turn, is determined by the width and thickness of the
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Surface Flaw (a/Q)_, = (1/1.21 1 (K, jo)

Embedded Flaw (a/Q)_, = (1/7) (K, /o)
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Fig. 3.19. Relationship between applied stress and critical flaw size (a/Q)crit for materials
with different values of K.
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Fig. 3.20. Relationship between flaw shape parameter Q and a/2c¢ for various values of
olo,s. Inset: Definition of a and 2c¢ for internal and external flaws (Tiffany and
Masters4S).

material concerned and by its prior mechanical and thermal history, as
these factors are largely responsible for its strength and toughness. Fur-
thermore, most materials, especially those which have been rolled or forged,
are anisotropic and thus their toughness varies throughout the structure.
If it has been welded, it is probable that the toughness of both the weld
metal and the heat-affected zone will have been reduced compared with
that of the parent metal; while, if the structure has to operate in a corro-
sive environment or at a temperature other than ambient, it is important
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to use the value of K, appropriate to these conditions. Thus, in order to
ensure that a safe design is achieved, it is essential to specify the value of
K, relevant to the worst possible conditions that the material is likely to
meet in service.

The stress analyses necessary for solution of the fracture mechanics
equation can also be complicated, especially if the vessel concerned is of a
complex shape or if it contains welds or other stress raisers which can give
high local stresses. Furthermore, as both the applied stress and the tough-
ness of the material differ from point to point within the structure, the
critical flaw size will also vary and the potentially fatal flaw will be that
which has the most unfavorable combination of applied stress and material
toughness. Such combinations are often to be found in or near weldments,
and, in pressure vessels, joints in the short transverse direction are parti-
cularly prone to brittieness.

Estimation of the size of flaws likely to be present in the structure
also presents a problem and it is usual to use as a starting point the size
of the largest flaw which can remain undetected by the nondestructive
testing technique employed. Furthermore, if loading is such that this flaw
could grow during subsequent service by, for example, fatigue or stress
corrosion, it is necessary to make allowances for such growth and this is
usually done by measuring the rate of crack growth on a range of samples
exposed to such conditions.

Despite these acknowledged difficulties in choosing suitable values for
the parameters involved, it is worth considering an example of the applica-
tion of fracture mechanics to a realistic cryogenic problem. Spheres made
from forged Ti-5A1-2.5Sn alloy have been used to store helium gas at
liquid-hydrogen temperature. The yield stress of Ti-5A1-2.5Sn at 20°K
is ~210 ksi and K|, for wrought, fine-grained sheet or plate has a value
of about 55 ksi 4/in. If the design stress is chosen, rather conservatively,
as 110 ksi and if we assume for the purpose of this analysis that a typical
surface flaw might have a depth/length ratio (a/2c) of 0.2, then, from Fig.
3.20, we find that the flaw shape parameter Q has a value of ~1.3 for this
flaw in a metal with o/o, = 110/210 = 0.52. Inserting these values into
equation (3.26) for a surface flaw, we have (a/Q)ci. = (1/1.217) (K, [0)?
ie., du = (1.3/1.217)(55/110)* = 0.085 in. Thus, the critical crack has a
depth of 0.085 in. and a length of 0.42 in. If the thickness of the vessel
were ~0.400 in., it would be reasonable to expect that such a crack would
be detected by a moderately sensitive radiographic technique.

If, however, a less favorable K, value of 35 ksi 4/in. is taken to be
more typical of the toughness of wrought titanium alloy, then a similar
analysis gives a criti€al crack of depth 0.035 in. and length 0.165 in. Such
a crack size would be close to the resolution limit of most radiographs and
thus could possibly pass undetected. If the vessel had to be accepted or
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rejected at this stage, it is highly probable that it would be rejected as
unsafe and thus the possibilities for weight saving offered by its high
strength/weight ratio would go unexploited.

There is, however, a further way in which the concepts of fracture
mechanics can be applied to this problem. Before they are accepted for
service, virtually all pressure vessels undergo a proof test in which they
are subjected to a proof stress g, which is higher than the proposed operat-
ing stress o, by a factor & known as the proof-test factor, i.e., 0, = ao,,.
If the vessel passes this test successfully, it can be inferred from the upper
curve in Fig. 3.21, which shows the relationship between the applied stress
and the flaw size parameter, a/Q, that the test has also established that no
flaw of size greater than (a/Q); can exist in the vessel, i.e., for an embedded
flaw, the proof test demonstrates that

(@/Q); < (1/m)(Kicfo,)* < (1/7) (Kl aos,)’
But, at the operating stress,
(a/Q)crit = (1/7r)(Kic/gop)2

Hence, on elimination of (1/7)(K./o.,)* between these two equations, we
find

(a/Q)eric = *(a/Q); (3.28)
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Fig. 3.21. Relationship between applied stress and flaw size parameter, illustrating the

establishment of various flaw size safety factors by proof testing at different stress levels.

The upper curve represents Kj, values for static loading and the lower curves are for
cyclic lives of 100 and 1000 cycles, respectively (after Tiffany and Masters®).
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Thus, the proof test has also established a flaw size safety factor for the
vessel.

The analysis can also be taken a stage further by considering the
length of time in a corrosive environment or the number of fatigue cycles
that it would take before a subcritical flaw could grow to reach the critical
flaw size (@/Q)... Considering, for example, the case of slow crack growth
by fatigue, it can be shown* that the number of cycles to failure is a func-
tion of the ratio of the initial stress intensity K; to the critical stress in-
tensity K;., and that this relationship can be determined experimentally
by fatigue testing a range of notched specimens at different levels of stress
intensity. The results of these experiments can be plotted to give cyclie
life curves as shown, for example, in Fig. 3.21 for 100 and 1000 cycles.
Thus, 100 cycles at the operating stress o,, would be needed to enlarge a
flaw of initial size (a/Q). to the critical size (a/Q).; and a proof test
carried out at a stress gy, would establish whether or not a flaw of this
initial size were present in the uncycled vessel. If, on the other hand, the
vessel were required to undergo 1000 cycles at the operating stress, a proof
test at the higher stress of g,y would be needed to ensure the absence of
a flaw of initial size (@/Q)x0 Which could grow to the critical size in 1000
cycles.

Finally, it was noted earlier that a stable through-the-thickness crack
in a pressure vessel would probably indicate its presence by causing a loss
of pressure or a leakage of fluid before it grew to the critical size. This
phenomenon can, in fact, be used as a basis for safe design by deliberately
choosing the wall thickness ¢ to be such that the vessel leaks before it
breaks catastrophically. As illustrated in the inset of Fig. 3.21, this implies
that ¢z < 2a for an embedded flaw, although if such a leak-before-break
criterion were used as a basis for design, it would be necessary to include
a further safety factor to ensure that the through crack remained stable
for a long enough time to allow its presence to be observed. In cryogenic
pressure vessels, the existence of such cracks is usually signalled by the
establishment of an easily recognizable “cold spot” or by a sudden loss of
vacuum or insulation efficiency, which leads in turn to a rapid increase in
the boil-off rate from the vessel.

3.2.6. The Effect of Temperature on Fracture Toughness

As we saw in section 3.2.4, there are two main classes of materials
whose toughness decreases as the temperature is lowered—the low-strength
ferrous alloys, where low toughness is associated with cleavage failure, and
the medium-strength alloys whose yield strengths increase at low temper-
atures until they behave in the same way as high-strength materials at
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room temperature. The ferrous alloys are such important construction
materials that they will be considered in detail in section 3.3; the basic
characteristics of the second group will be discussed here.

It is important to distinguish from the outset two distinct facets of
the effect of temperature on the toughness of materials. We saw earlier
that the fracture toughness K, could not be considered a true materials con-
stant because it varied with plate thickness, plate width, and other geometric
effects peculiar to the specimens used. The plane strain fracture toughness
K. was, However, independent of specimen configuration and its variation
with temperature gives a meaningful insight into the effect of temperature
on fracture toughness. Such changes are illustrated in Fig. 3.22 for a
number of aluminum and titanium alloys, and it can be seen that, for
titanium, K;, decreases steadily as the temperature falls, similar behavior
being also found for a number of high-strength steels.” In contrast, K,
remains unaltered or increases at low temperatures for most aluminum
alloys, the increase being most marked for types 2014-T651 and 6061,
which are considered to be potentially the most useful for cryogenic ap-
plications.

The effect of temperature on K, is, however, more complex. We saw
earlier that the measured fracture toughness of a material was dependent
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Fig. 3.22. Temperature dependence of K;. for a number of aluminum and titanium
alloys.
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on its thickness B through the factor 8 = K?/Bo,, and that, at a given
temperature, maximum toughness occurred when B > 2z, i.e., in thin
sheets which failed completely by oblique shear or slant fracture. As the
thickness B increased, the degree of plastic constraint intensified, g fell,
and more of the fracture area failed in the low-energy flat rupture mode.
This in turn caused K, to fall until it reached the constant value of K,
when shear failure was entirely absent. (See, for example, Fig. 3.13.)
Reconsidering the problem for a material of constant thickness B
whose yield stress increases as the temperature falls, at a high enough tem-
perature, ¢, will be low enough for 8 to exceed 27z and failure will be 100%
slant, as in specimen (a) of Fig. 3.23. If, however, the temperature is low-
ered, o, will increase and 8 will fall, thus increasing the degree of plastic
constraint and allowing the central portion of the specimen to fail in the
low-energy flat fracture mode. The larger the increase in yield stress, the

Starting Specimen
_,‘ Front Thickness

(a) 100
(®) o ( Z %] 80
gl\ ] I
(c) % { 2 so%
o RRRRIIIILLY
o (R ettt LK

Crack Propagation Dnrechon

Fig. 3.23. Change in appearance of fracture surface, particularly the percentage of shear
failure, caused by a change in testing temperature (ASTM committee report33).
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greater will be the plastic constraint and the smaller the percentage of shear
failure [specimens (b)-(f)]. Thus, as the temperature decreases, so does
the measured fracture toughness. This thickness effect will be superimposed
on any intrinsic change in fracture toughness with temperature and, for
many materials, it will be the stronger effect. If, therefore, K, is to be
measured over a range of temperatures to obtain meaningful values for use
in a fracture mechanics analysis, it is important that the thickness of the
specimens tested should be the same as the sheet intended for use in the
critically stressed areas of the structure concerned.

To illustrate this effect, the apparent plane stress fracture toughness
of cold-rolled type 301 stainless steel is shown in Fig. 3.24 as a function of
testing temperature.® The specimens used were 0.025 in. thick, 4 in. wide,
and contained through-thickness machined center notches of initial length
1.2 in. Also shown as a function of temperature is the ratio of net fracture
stress to yield stress, because, as we saw earlier, excessive plastic deforma-
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toughness of cold-rolled type 301 stainless steel (after Christian*®).
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tion occurs when this ratio exceeds 0.8. For the transverse specimen, only
the room-temperature test fell outside this range and hence the apparent
K, values are meaningful. For the longitudinal specimen, only the tests at
20 and 77°K had a 0z/g, ratio less than 0.8 and thus the apparent K, is
only shown for these temperatures, not for room temperature, where ex-
cessive plastic deformation preceded failure. The term “apparent fracture
toughness” has been used in describing these results because subsequent
investigations on the relationship between K, and specimen width showed
that the 4-in. specimens were too narrow and underestimated the K, values,
18-in. specimens being found necessary for reliable results for such thin-
gauge metals. '

3.3. THE DUCTILE-BRITTLE TRANSITION IN
FERROUS METALS

3.3.1. The Basic Problem

In section 1.5, we saw that the most marked effect on the mechanical
properties of pure iron caused by a decrease in testing temperature was a
rapid increase in its yield stress. Similar behavior is shown by plain carbon
and low-alloy steels, as illustrated in Fig. 3.25 for a 0.2% plain carbon
steel normalized at 880°C and tested at 77, 195, and 295°K. The stress-
strain curves of Fig. 3.25(a) show the same features as those for Armco
iron in Fig. 1.14, namely a strong increase in yield stress and a reduced
ability to strain-harden at low temperatures. In Fig. 3.25(b), the yield
strength, tensile strength, and elongation derived from these stress—strain
curves are shown as a function of testing temperature and it can be seen
that, below about 200°K, the yield strength increases more rapidly than
the tensile strength and that the two curves coalesce at ~50°K. The
elongation falls to zero between ~100 and 50°K, and below this temper-
ature, the steel is, for practical purposes, completely brittle.

The loading conditions imposed during the uniaxial tensile testing of
smooth tensile specimens are, however, less severe than those liable to be
found in service, and impact tests on notched specimens are frequently
used to simulate these more extreme conditions. In Fig. 3.26, the amount
of energy absorbed by a standard Charpy V notched bar fractured by an
impact blow from a pendulum hammer is shown as a function of testing
temperature for the same plain carbon steel as that used for the tensile
tests of Fig. 3.25. The elongation measured in these tensile tests is also
shown for comparison and it can be seen immediately that the toughness
transition defined by the impact test occurs at a much higher temperature
than the ductility transition given by the tensile test. It can be inferred
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from these results that, at temperatures above T,, the metal will be tough
and ductile under all conditions normally encountered in service ; below
Ty, it is unquestionably brittle. Between 13 and T3, it will fail in a duc-
tile manner if it is deformed at low strain rates and under uniaxial loading
conditions, but it will be brittle if subjected to triaxial stresses at high
loading rates.

The change in appearance of the fracture halves of both the smooth
tensile specimens and the Charpy bars is shown in Fig. 3.27 as they go
through their ductile-brittle and tough-brittle transitions, respectively. For
the tensile specimens, the shear lip becomes less and less pronounced as the
temperature falls, and it is completely absent in the fully brittle specimen.
Figure 3.27 also illustrates the crystalline nature of the fracture surface.
The Charpy specimens are particularly illustrative, as they show that, at
390°K, failure occurs entirely by a high-energy-absoring shear mechanism
but that, as the temperature decreases, more and more of the fracture sur-
face shows crystalline, or cleavage, failure. At and below 260°K, failure
is 100% crystalline.

Now, in terms of the criteria used in section 3.2.4 to classify mate-
rials into high-, medium-, and low-strength categories, plain carbon steel

300° 200° 150° 100° 77°

390° 3700 335° 285°

(b)

Fig. 3.27. (a) Change in appearance of the fracture surfaces of a series of mild-steel
tensile specimens as they go through the ductile-brittle transition. (b) Corresponding
change in appearance for a series of Charpy V-notch specimens.
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with a room-temperature yield strength of about 50,000 psi is a low-
strength material. Its brittleness transition occurs because at high
temperatures it has a high fracture toughness and fails in a high-energy-
absorbing shear mode, while at low temperatures it has a low fracture
toughness because it fails by cleavage and absorbs much less energy. As,
for this material, shear failures are tough while cleavage failures are brittle,
its overall toughness depends essentially on the relative amounts of failure
which occur by shear and cleavage. It is possible to define a transition
temperature T, above which there is a sufficiently high proportion of
shear failure to ensure adequate toughness, but the exact definition of such
transition temperatures is a little more complex and this topic will be re-
considered in section 3.3.2. Regardless of the actual definition used to fix
Tirans, it is found that there are at least five readily identifiable, if not
completely separable, factors which determine the transition temperature
for steels. They are the strain rate, the degree of plastic constraint, the
size of the material, its metallurgical structure, and its composition.  Al-
though some of these factors have already been mentioned in sections 3.1,
it is worth reconsidering them briefly here.

3.3.1.1. Strain Rate. As we saw in section 1.5, the yield stress of
body-centered-cubic metals is highly dependent on the applied strain rate,
high strain rates giving high yield strengths. Furthermore, as shown in
section 3.1.2, the shear to cleavage transition takes place when the yield
stress g, equals the fracture stress o (which is only weakly influenced by
a change in strain rate). Thus, a transition from shear to cleavage failure
can be brought about by an increase in strain rate from a low value, for
which ¢, < ¢, to a high value, where 0 = 0. The change in strain rate
from about 10~® per minute typical of many tensile testing machines to
approximately 10° per minute, which is similar to that applied during a
Charpy impact test, has been found® to increase the transition temperature
of mild steel by about 90°K. Reference to the curves of Fig. 3.26 shows,
however, that the difference between the two transition temperatures is
more nearly 200-250°K, the additional increase in transition temperature
being due to the plastic constraint produced by the notch in the Charpy
specimen.

3.3.1.2. Degree of Plastic Constraint. The factors which determine
the degree of plastic constraint in the region ahead of a flaw have been
considered in detail in section 3.2 on fracture toughness. A simple ex-
planation of notch brittleness in steels was, however, put forward by
Ludwik, Davidenkow, and Orowan before the concepts of fracture mecha-
nics were developed to their present level of sophistication. It can be
shown that if a deep, symmetrical notch is placed in a tensile specimen
subject to an applied load, the material beneath the root of the notch will
be in a state of triaxial tension and plastic deformation will be constrained
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Fig. 3.28. The Ludwik-Davidenkow-Orowan criterion for notch-brittleness.

by the unyielded material above and below the notch. The degree of
plastic constraint produced is theoretically 2.57 if the Tresca criterion is
used or 2.82 if the von Mises criterion is applied, but for simplicity it is
frequently taken as 3. It then follows that the nominal yield stress for the
notched specimen (i.e., the tensile yield load/notched section area) is
approximately three times greater than the stress Y at which yield would
occur in an unnotched specimen subjected to a uniaxial tensile stress. The
way in which this constraint to plastic deformation encourages the transi-
tion from ductile to brittle fracture is illustrated in Fig. 3.28. Plastic flow
and brittle fracture are assumed to be independent processes each with its
own characteristic tensile stresses Y and F respectively. The flow stress Y
increases rapidly as the temperature decreases, but the fracture stress F is
assumed to be relatively insensitive to such a change. Two yield curves
are shown ; that marked Y is for the unnotched material, while that marked
3Y is for the notched specimen with a plastic constraint factor of 3. At
high temperatures, where F > 3Y, the material is ductile : at low tempera-
tures, where F < Y, it is brittle. At intermediate temperatures, where
Y < F < 37, the material is notch-brittle, i.e., ductile under simple uni-
axial loading conditions but brittle when subjected to triaxial stresses by
the presence of a notch or other stress raisers. In practice, plastic con-
straint factors are often considerably less than 3, but the above example
serves to illustrate the principles involved.

In this example, the plastic constraint produced by the notch gave a
multiplying factor which increased the severity of an applied load. It
should also be noted that there are occasions where a pre-existent stress,
which may or may not vary with temperature, is effectively added to any
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applied load to increase the nominal yield stress to the cleavage fracture
stress of the material. Such additional stresses are, for example, almost
invariably set up in the region of a weld during cooling and, if severe,
these thermal stresses can lead to hot-cracking and other obvious defects.
Less severe thermal stresses can, in some respects, be more insidious, as they
only lead to failure when the structure is loaded. Post-weld heat-treatment
is therefore almost always carried out to reduce these stresses unless, as in
the case of 9% nickel steel, such treatment causes other metallurgical
changes which have an even more deleterious effect on the toughness of
the material.

3.3.1.3. Material Size. There are basically two ways in which the
size, and in particular the thickness, of a material influences its ductile
brittle transition temperature. Firstly, as we saw in section 3.2, the frac-
ture toughness of a homogeneous material is low for thick sections because
of the large degree of plastic constraint set up in these circumstances.
Second, the inhomogeneities created during most metallurgical processes
used to form ferrous materials are more pronounced in thick sections. For
example, the different cooling rates experienced by the center and outsides
of a bar or sheet can lead to a variation in grain size or structure across
the section and these factors almost invariably increase the transition tem-
perature for thicker materials. Such effects are, however, less severe in
steels alloyed with elements which have an intense grain-refining action.

3.3.1.4. Metallurgical Structure. We have already seen in section
3.12 how a decrease in grain size reduces the transition temperature of
ferrous metals. The factors affecting this parameter in alloy steels will be
examined shortly, but it should be noted that in plain carbon steels the
grain size can be altered by varying the rate at which the metal cools: the
more rapid the cooling, the finer the microstructure. In practice, this
generalization has to be qualified by the observation that a whole range of
pearlitic, bainitic, and martensitic structures can be produced by varying
the cooling or quenching rates. The ferritic-pearlitic steels are the most
widely used for low-temperature applications, as in general the higher
strength martensitic types are too brittle for use in the as-quenched state.
It is, however, possible to improve the toughness of such steels by temper-
ing them after quenching. This lowers their strength slightly but increases
their toughness by reducing the residual strains and by producing a micro-
structure which is more equiaxial and less acicular than that of the
quenched state. Prolonged tempering causes the cementite particles to
spheroidize and produce a tough microstructure. The details of these
processes are, however, outside the scope of this work, but they are well
described by Tetelman and McEvily' and in a number of other metal-
lurgical texts.
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Finally, we saw in section 3.12 that the fracture strength of polycrys-
talline materials was strongly influenced by the strength of the boundary
between adjacent grains. This factor is of particular importance in steels,
as grain-boundary embrittlement can be caused by a number of different
mechanisms, including the preferential segregation of cementite films and
other carbides at the grain boundaries.

3.3.1.5. Composition. In section 3.12, it was shown that plastic de-
formation is an essential prerequisite for cleavage fracture, and, thus, alloy-
ing additions which alter the yield stress of steel have a direct bearing on
its cleavage fracture. Furthermore, in the earlier sections of this chapter,
we saw that the toughness of most materials decreasés as their yield strength
increases. This relationship also holds for steels and it has been shown that,
as in most cases the fracture strength is virtually temperature-independent,
a 1000-psi increase in yield strength causes the ductile-brittle transition tem-
perature of steel to increase by about 2°C. Now, the Hall-Petch relation-
ship introduced in equation (1.8) shows that the yield stress is given by
o, = 0; + k,d"? and two of the effects of alloying additions are to in-
crease the friction stress o; by dislocation pinning and to reduce the grain
size d. The mechanisms by which the grain size is decreased are normally
either by lowering the temperature of the eutectoid transformation and
thus causing the nucleation of more, smaller grains, or by forming pre-
cipitates and third-phase particles which hinder grain growth.

The other main factor which can influence the cleavage fracture of
steels was shown in section 3.12 to be the strength of the grain boundary
which a growing microcrack has to overcome before it can propagate and
become a Griffith crack. If alloying additions or impurities lower the
strength of this boundary, microcrack growth is made easier. In extreme
cases, such as those created by high oxygen concentrations, the grain
boundaries can become so embrittled that the mode of fracture changes
from transgranular to intergranular.

Most commercial steels contain such a wide range of alloying elements
and impurities that it is difficult to isolate completely the effect of specific
elements on the ductile-brittle transition. However, the main effects are as
follows.

Carbon content. The maximum amount of carbon soluble in the body-
centered-cubic ferrite is 0.02% at the eutectoid temperature of ~723°C
and this is also the lower limit of carbon contained by most commercial
steels. As the concentration is raised above ~0.015%, increasing amounts
of cementite form at the ferrite grain boundaries, thus weakening them
and causing an increase in the transition temperature. For carbon con-
centrations in excess of about 0.05%, the main effect is to increase the
proportion of pearlite in the microstructure and, as pointed out in section
2.34, this increases the yield strength of the material by second-phase
hardening: the smaller the size of the pearlite colonies and the lower the
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Fig. 3.29. Effect of carbon content on the transition temperature and Charpy impact
energy of a series of normalized plain carbon steels (Burns and Pickering®®).

separation of the carbide particles within these colonies, the larger the
yield stress and hence the higher the ductile-brittle transition temperature.
This effect is shown in Fig. 3.29 for a series of normalized plain carbon
steels and it can also be seen that the maximum energy absorbed in a
Charpy V test decreases as the carbon content rises.

Nitrogen content. Both nitrogen and carbon cause the yield stress of
plain carbon steels to increase by about 8000 psi per 0.01% added up to
their solubility limit of 0.02%. This is mainly a result of the strong dis-
location pinning caused by these small interstitial impurities, a characteris-
tic which also leads to the phenomenon of strain-aging and embrittlement.
The strength is also increased by the formation of iron nitride particles
which dispersion-harden the ferrite and so increase its transition temper-
ature. These effects can, however, be controlled by the gettering action of
elements, such as manganese and aluminum, which preferentially combine
with the nitrogen to form less harmful nitrides.

Phosphorus, sulfur, and oxygen. Each of these elements can increase
the yield stress of ferrite when in solution, but their most harmful effects
are due to the grain-boundary embrittlement they produce. Large increases
in transition temperature result from this embrittlement and virtually all
steels contain alloying additions which preferentially combine with one or
more of these impurities to reduce their effect.

Manganese is the most common such alloying addition and most steels
contain at least 0.5% manganese to act as a deoxidizer and, more impor-
tantly, to combine with free sulfur and form manganese sulfide. It also
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has two further beneficial effects: it discourages the formation of grain
boundary cementite films in low carbon steels, and it has a very strong
grain-refining action which produces a fine pearlite structure. These fac-
tors cause a large decrease in the transition temperature. For example,
0.5, 1 and 2% manganese added to a 0.05% carbon steel lower its transi-
tion temperature from 120°C to 60, 20, and ~40°C, respectively. Fur-
thermore, it is not simply the manganese content which decreases the
transition temperature so much as the manganese/carbon ratio. Thus, the
low-temperature toughness may be improved either by increasing the man-
ganese content or by decreasing the carbon content. There are in fact three
main classes of low-alloy steel used for the construction of equipment
working below room temperature: plain carbon steels, where the Mn/C
ratio is ~2.5, for use down to about — 30°C; carbon~manganese steels with
Mn/C > 4.5, which can be used down to —60°C; and fine-grained carbon-
manganese steels which have been treated with aluminum, niobium, vana-
dium, etc., for extra grain refinement and which can be used down to about
—90°C. It should, however, be noted that these temperatures are approx-
imate, the actual minimum operating conditions depending on plate thick-
ness, degree of stress relief, etc.

Silicon and aluminum. These are added to steels to deoxidize or “kill”
them. Depending on the amount of deoxidant added, the steels are either
“fully killed” or “semikilled” and a steel fully killed with silicon and alu-
minum has a lower transition temperature than a semikilled steel of equiva-
lent tensile strength. Silicon dissolves in ferrite and increases its strength
and thus tends to increase the transition temperature; aluminum, on the
other hand, combines with some of the nitrogen already in solution and
decreases the ferrite strength, thus lowering the transition temperature.
Furthermore, the particles of aluminum nitride so created inhibit ferrite
grain growth and this grain refinement further reduces the transition tem-
perature. In most steels containing both silicon and aluminum, the effect
of the latter is dominant and the transition temperature is lowered.

As noted earlier, niobium, molybdenum, vanadium, and copper are added
to some steels to produce a very fine-grained structure. Their main action
is to produce carbides which inhibit the growth of the ferrite grains and
reduce the pearlite content and hence the strength of the steel. This in
turn lowers the transition temperature of these alloys.

It is, however, the nickel content which exercises the strongest influence
over the transition temperature of steels, and in Fig. 3.30, the Charpy K
impact energy is shown as a function of temperature for a range of low-
carbon steels containing 0, 2, 3%, 8%, and 13% nickel. As we saw in sec-
tion 2.1.5.1, nickel is a powerful austenite stabilizer and its presence lowers
the eutectoid transformation temperature, thus encouraging a much smal-
ler grain size in the transformed ferrite. This grain refinement, together
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Fig. 3.30. Effect of nickel content on the transition temperature of steel (International
Nickel Company data®8).

with a reduction in the free nitrogen content, is one of the factors respon-
sible for the large decrease in transformation temperature shown by the
nickel-containing alloys.

In practice, only 21 %, 31 %, and 9% nickel steels are available com-
mercially, as it has been found that these three grades are sufficient for most
common low-temperature applications.® The 24 and 31 % nickel steels may
be used at temperatures down to 213°K (—60°C) and 173°K (—100°C),
respectively, but many designers prefer 31% nickel steel for use at the
higher temperatures because of the additional safety margins conferred by
its lower transition temperature. Furthermore, it is readily welded with
electrodes of the same composition and it may be used without postweld
heat treatment.

The present widespread use of 9% nickel steel in the construction of
cryogenic plant and large vessels for the storage of liquid nitrogen and
natural gas stems from the acceptance by the ASME of code case 1308
(1962). This permitted the use of 9% nickel steel at temperatures down
to —200°C without postweld heat-treatment for thicknesses up to and in-
cluding 2 in.: the first time that a ferritic steel was accepted for use at such
low temperatures. Nine per cent nickel steel is available in two main
forms, (1) quenched and tempered and (2) double normalized and tem-
pered. Both forms are covered by code case 1308, the quenched and tem-
pered variety having a slightly higher yield stress and a marginally lower
ductility at room temperature. Postweld heat-treatments actually reduce
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the toughness of this alloy and hence they are not recommended. As we
shall see in chapter 6, the high yield strength of 9% nickel steel makes its
use particularly attractive where a yield-point design code is employed,
but the high cost of the complex electrodes needed to weld the alloy can
go a considerable way toward offsetting the favorable economics offered
by the parent metal.

3.3.2. Transition Temperatures in Ferrous Alloys

We have as yet not given a rigorous definition of the term “transition
temperature” and there are in fact a number of such temperatures which
describe the relative ease with which fracture may initiate or propagate in
a low-energy mode in ferrous materials. Although alloy steels are most
likely to be used for the construction of low-temperature equipment, much
of the original work on the brittle fracture of load-bearing structures was
carried out on mild steel in an attempt to discover the reason for the large
number of service failures which occurred in the all-welded Liberty Ships
produced between 1939 and 1945. From this work came a basic under-
standing of the factors involved in brittle fracture and in particular the
effect of temperature on the initiation and propagation of cleavage cracks
in large load-bearing structures.

As we have seen in the earlier sections of this chapter, a small amount
of plastic deformation is necessary for the initiation of cleavage cracks in
a flaw-free material, and thus the fracture stress is never less than the yield
stress in such circumstances. However, although some localized plastic
deformation may be necessary before a pre-existing crack can start to pro-
pagate in an unstable mode, it is possible, as we saw in section 3.2, for
unstable fracture in a flawed material to occur at an applied stress which
is lower than that necessary to cause yielding across the whole of the section
concerned: the larger the flaw, the lower the fracture stress in relation to
the gross yield stress. Thus, at a given temperature, the stress at which
cleavage failure occurs is governed by the size of the largest crack contained
by the material, while, as we saw in section 3.3.1, the cleavage-shear transi-
tion is itself a function of temperature. In order to show how these factors
are interrelated for mild steel, Pellini and Puzak® introduced the fracture
analysis diagram illustrated in Fig. 3.31.

For the flaw-free structure at high temperatures, failure is entirely by
shear and the fracture stress is equal to the ultimate tensile stress (UTS).
As the temperature falls, the yield stress increases faster than the fracture
stress and the ratio /oy falls until, at T,, cleavage failure occurs at the
yield stress. Thus, T, is the transition temperature for initially flaw-free
materials. Now let us consider a flawed structure, such as a wide plate
which contains a small crack (usually defined as << 0.25 in.) whose pre-
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Fig. 3.31. Fracture analysis diagram for mild steel (after Pellini and Puzak5?).

sence does not affect the gross yield stress of the plate. Below T, failure
is entirely by cleavage as in the flaw-free material. At temperatures above
Ty, a small amount of localized plastic deformation must occur in the
immediate vicinity of the flaw before a cleavage crack can be initiated,
but, once initiated, it spreads by cleavage at a stress ¢, which is below
the gross yield stress oy. Under these circumstances, the fracture stress
is determined by the length of the crack, the toughness G, of the material,
and the degree of plastic constraint existing at the crack tip, i.e., it is gov-
erned by the criteria described in section 3.2 on fracture toughness. As
the temperature is increased further, the toughness G, increases rapidly
until, at the nil-ductility temperature (NDT), the fracture stress o is equal
to the gross yield stress 6y. Fracture mechanics are now inapplicable, as
gross plastic deformation precedes fracture, and cleavage failure only occurs
after some shear deformation. Above the NDT, the ratio of shear/cleavage
failure increases with temperature until, at a high enough temperature, it
is entirely shear.

If the size of the flaw is increased, the ratio ¢r/oy decreases until, for
a very large flaw, it reaches the crack arrest temperature (CAT) curve,
which defines the highest temperature at which unstable cleavage fracture
can occur at a given level of applied stress, such failures being impossible
for all combinations of stress and temperature which lie on the high-tem-
perature side of the CAT curve. It has been found that, even for an in-
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finitely long crack, the CAT curves of most types of steel level out below
the NDT at an applied stress of between 5000 and 8000 psi, and thus un-
stable cleavage is impossible if the applied stress is maintained below this
level. At higher temperatures, the increase in toughness with temperature
causes the CAT curve to rise steeply until, at the fracture transition elastic
(FTE), unstable fracture cannot take place at stresses below the gross yield
stress oy. Above the FTE, gross plastic deformation precedes cleavage
failure, while at the fracture transition plastic (FTP), the fracture stress is
equal to the ultimate tensile stress, failure is completely shear, and the
material behaves as if it were flaw-free.

Thus, in summary, at temperatures below the NDT, it is easy for a
cleavage crack to initiate at a small pre-existing flaw and then propagate
in a low-energy mode. Unless the applied load is maintained below about
5000 psi, unstable fracture can only be prevented by ensuring that the
material is flaw-free. Above the NDT, the initiation of cleavage cracks
becomes more difficult, but, once initiated, such cracks propagate easily in
a cleavage mode, while at temperatures higher than the FTE, both initia-
tion and propagation are difficult and failure is by shear except in the
plastically loaded regions, where cleavage failure occurs. Above the FTP
failure is entirely by shear deformation.

Design criteria for mild-steel structures can also be derived from thls
diagram for various ratios of applied stress/gross yield stress. If, for ex-
ample, the applied stress will never exceed the yield stress, then the FTE
defines the lowest temperature at which the structure will be safe from
brittle fracture, while for smaller applied stresses, a lower operating tem-
perature may be used. For most mild steels, it has been found that the
FTE is about 30°C (60°F) higher than the NDT, while the FTP is about
60°C (120°F) above the NDT. As the NDT may be measured directly,
these design criteria are often quoted in terms of the NDT + x°C, e.g.,
for applied stresses which do not exceed the gross yield stress, the min-
imum operating temperature would be 30°C above the NDT. It should,
however, be emphasized that the exact relationships between the NDT,
FTE, and FTP temperatures have only been obtained for mild steel and
that they are not directly applicable to other materials. In such cases, the
full CAT curve has to be derived before suitable design criteria can be

formulated.

3.3.3. Testing for Resistance to Brittle Failure

There are a large number of tests which have been developed to meas-
ure the susceptibility of a material to brittle failure and they can be grouped
into two main classifications: the specific type of test, which yields informa-
tion which may be applied directly to structural design calculations, and
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the comparative types, which indicate the manner in which a given mate-
rial is liable to fail under a particular set of loading conditions. In gen-
eral, the specific types of test use large specimens which simulate as closely
as possible the conditions likely to be met in service and they are carried
out to establish design data such as the safe working stress for a given plate
thickness and operating temperature, or the safe operating temperature of
a structure subjected to a certain applied stress. They are also employed to
establish the probable causes of service failures.

Having used these tests to develop suitable design criteria or codes
of practice, it is then necessary to have a much simpler, easily repro-
ducible, and less expensive method of selecting or ranking available
materials and verifying that they are in the same condition, and have the
same properties, as the material used in the more elaborate specific tests.
Furthermore, it is vitally important that the results of these two types of
test are correlated correctly if the comparative tests are to provide a mean-
ingful guide to the service behavior of full-sized plates or other load-bear-
ing structures. It is also important to ensure that these correlations are
valid for the material concerned, as the criteria developed for one type of
material are not necessarily valid for another.

3.3.3.1. Specific Tests. The Robertson test® provides a direct meas-
urement of the crack-arrest temperature curve which was introduced in the
fracture analysis diagram of Fig. 3.31. The experimental arrangement is
shown schematically in Fig. 3.32. A uniform tensile stress is applied
across a full thickness plate which also has a temperature gradient super-
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Fig. 3.33. Effect of specimen thickness on the crack-arrest temperature curves for mild
steel as determined by the Robertson test (after Robertson32).

imposed in a direction perpendicular to the applied stress. At the cold
edge of the plate, there is a projection which contains a jeweller’s saw cut
and when the projection is struck by an impact blow from a boltgun, a
cleavage crack is nucleated from the root of the saw cut. This crack spreads
toward the hotter side of the plate until it is arrested at some point where
the temperature corresponds to the CAT for the applied stress and plate
thickness. The crack is arrested because it runs out of the cold region,
where the toughness is low, into a hotter region, which has a high resis-
tance to dynamic crack propagation; the crack is then able to spread fur-
ther only if the applied stress is raised above the yield stress. By carrying
out a series of such tests for a given material, the full CAT curve is estab-
lished, while the effect of plate thickness may be found by repeating the
tests with materials of different thickness. Typical results are shown in
Fig. 3.33.

The Robertson test is both expensive and laborious and there have
been numerous attempts to establish a simple and inexpensive alternative
which can yield fundamental data and also be correlated with the expe-
rience obtained from analysis of service failures. The most widely used
such test is the Pellini drop weight,® which is illustrated in Fig. 3.34. A
brittle weld bead is attached to one face of the specimen, which is typically
14 in. long by 3% in. wide by 1 in. thick, and a small notch, about % in.
in length, is cut into the weld bead. Once the specimen has reached the
desired testing temperature, it is supported at its ends, so that the weld
bead is on the lower face, and then impacted by allowing a standard weight
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Fig. 3.34. Schematic representation of the experimental arrangements for a Pellini drop
weight test (after Puzak et al.’3).

to fall onto it from a fixed height. A backup plate is placed beneath the
specimen to reduce the maximum deflection of the plate to a value such
that the stress along its tension face cannot exceed the yield stress of the
material. At low temperatures, the crack initiated at the notch root is able
to propagate completely across the specimen, but as the testing temperature
is increased, a stage is reached where the crack only just manages to pro-
pagate. This, by definition, is the nil-ductility temperature of the material
because it is the highest temperature at which a small flaw can initiate
fracture at its yield stress. This test thus gives a direct measurement of
the NDT of the material, and once this is known, it is possible to use the
NDT + x° design criteria discussed in the previous section.

The philosophy underlying the use of both the Robertson and Pellini
tests is based on the concept that steels possess a crack-arrest transition
temperature above which unstable fracture cannot take place. For low-
strength steels, the change in toughness associated with a transition from
cleavage to shear failure is sufficient to ensure that this concept is valid
even in the case of structures such as pressure vessels or pipelines in which
the load is maintained during crack propagation. For these materials, it
is therefore safe to adopt a design philosophy which is based on the selec-
tion of materials to prevent unstable crack propagation, i.e., one which
accepts that cracks may be initiated in locally embrittled regions but which
prevents their propagation beyond these regions by specifying a material
tough enough to arrest such cracks. This is achieved by selecting a mate-
rial whose crack-arrest temperature is below the minimum service temper-
ature for the given design stress. Such an approach is especially suitable
for the lower-strength steels whose yield and fracture strengths are parti-
cularly sensitive to both temperature and strain rate. As the conditions
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which apply during crack propagation are those of high-strain-rate load-
ing, a crack once initiated can propagate easily below the crack-arrest
transition temperature because of the reduction in toughness associated
with the higher yield stresses produced by the high strain rates (cf. sec-
tion 3.3.1).

Although such a philosophy yields inherently safe design criteria for
low-strength steels, it suffers from the disadvantage that it requires the use
of the more expensive grades of steel, which have low nil-ductility tem-
peratures. It is also, in some respects, overconservative, as it sets out to
prevent the propagation of cracks which may never initiate. Furthermore,
there is evidence™ to suggest that the concept of a crack-arrest temperature
is invalid for medium-strength steels, as unstable fractures could be made
to propagate at temperatures up to ~300°C as long as there was sufficient
energy stored in the loading system, e.g., in gas-loaded pressure vessels or
pipelines. This is, of course, consistent with the fracture mechanics ap-
proach described in section 3.2, and under such circumstances, it is pref-
erable to use an alternative design philosophy, one which accepts that
defects will occur in real structures and which then selects materials to
prevent fracture initiation rather than its propagation.

Most structures are welded during their construction and it has been
found that the most common location of defects is in the weld metal itself
or in the adjacent heat-affected zones. Furthermore, welding can also cause
strain-aging effects and residual stresses and these can lower the fracture
toughness of the material in, or adjacent to, the weld zone. Thus, when
selecting materials for their resistance to brittle fracture, it is not sufficient
to test the base metal alone; the tests must take account of the effects pro-
duced by welding as well as the other relevant variables such as material
thickness, testing temperature, strain rate, etc. The only large-scale labor-
atory test which satisfies these requirements is the British Welding Research
Association (BWRA) notched and welded wide-plate test, which is shown
schematically in Fig. 3.35. A full-thickness plate is cut in half parallel to
the direction in which the stress is to be applied, jewellers’ saw cuts are
made at the center of each half-plate, and the central butt weld is com-
pleted in such a way as to leave the sawcut notches unwelded. In this way,
the material at the notch tips is subjected to both the strain-aging effects
and the residual stress fields set up during welding. The plate is then
tested in tension at the required temperature and strain rate and the stress—
strain behavior is recorded. By carrying out such tests over a range of tem-
peratures, it has been shown that the as-welded test pieces fail at stresses
below the yield point when tested below a certain temperature. Above
this temperature, it is necessary to cause yielding and a certain amount of
plastic strain before fracture initiates and propagates in a brittle manner.
The criterion used® to interpret these results is based on the temperature
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Fig. 3.35. Schematic representation of the experimental arrangements for a British
Welding Research Association notched and welded wide-plate test (after Woodley
et al.%s).

at which the prefracture plastic strain is at least four times larger than the
yield strain before fracture initiates (this criterion is sometimes expressed
in terms of a critical strain of 0.5%). It has been found to give a good
correlation with measurements made on material taken from service fail-
ures, which show that the strain close to the fracture path is several times
greater than the yield strain (measured on a 5 in. gauge length).

By carrying out a large number of wide-plate tests on material of dif-
ferent thickness, composition, heat-treatment, etc., it is possible to see how
these variables influence the fracture initiation temperature as defined by
the wide-plate test. Furthermore, by comparing the behavior of samples
with and without a postweld heat-treatment, it was found that failure in
the stress-relieved samples normally occurred after yielding, whereas at the
same temperature, the unheat-treated samples failed below the yield stress.
An alternative way of expressing this point is to note that the initiation
transition temperature of the stress-relieved material is lower than that of
the untreated material, and this fact is recognized by most design codes by
allowing lower operating temperatures for materials which have been stress-
relieved. (See, for example, Figs. 3.384a,b).

The BWRA wide-plate test is, however, expensive and time-consum-
ing, and, just as the Pellini drop weight test was developed as an inexpen-
sive alternative to the Robertson test, so the crack opening displacement
(COD) test has been used to complement the wide-plate test. As shown in
Fig. 3.36, the COD specimen is a square bar containing a notch which ex-
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Fig. 3.36. Specimen configuration and loading geometry for a crack opening displace-
ment notched bend test (Burdekin?).

tends to a depth one-fifth of that of the specimen; it is loaded slowly in
three-point bending to enable the measurement of 0, the crack opening
displacement which precedes fracture. By carrying out a number of such
tests at different temperatures, it is possible to develop a COD transition
curve as illustrated in Fig. 3.37 and, as long as the tests are carried out on
full-thickness specimens, the results correlate well with those of the wide-
plate test. Furthermore, it is possible to measure the COD transitions of
various parts of a welded material by cutting the notch in the required
region of the weld. In Fig. 3.37, such transitions are shown for the parent
metal, the fine- and coarse-grained regions of the heat-affected zone, and
the weld metal itself, and it can be seen that for this carbon-manganese
steel the weld metal has the highest transition temperature and is therefore
the most embrittled region.

Although the COD test has been introduced here as an auxiliary to
the wide plate test, Burdekin and Wells¥ have shown that it has a more
fundamental significance. In section 3.2, we saw that it is impossible to
apply linear elastic fracture mechanics to situations where more than a
small amount of plastic deformation occurs at the crack tip. Although
such criteria are satisfied for high-strength steels, fracture in the lower-
strength mild steels normally initiates after considerable plastic deforma-
tion at the crack tip. Under such circumstances, it is claimed that COD
techniques can be used to give a measure of a material’s resistance to frac-
ture initiation and that g, the critical COD to fracture, is closely related
to the fracture toughness parameters G, and K, derived from the elastic
analysis. At low stresses, where the two approaches overlap, G, = 0,9, i.e.,
the crack resistance force is equal to the yield stress multiplied by the crit-
ical crack opening displacement. Furthermore, although G, cannot be meas-
ured for specimens which yield before fracture, crack opening displacements
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Fig. 3.37. COD transition curves for various regions of a weld in a carbon-manganese
steel (Burdekin’s).

can, and it is thought that by this means the concepts of fracture mechanics
can be extended to cover those materials which yield before they fracture
in an unstable mode.

As stated earlier, one of the main uses of specific tests such as the
Robertson CAT and the BWRA wide-plate tests is in the establishment of
design codes for materials intended for service at low temperatures. A
recent revision of such a code proposed by an OCMA* working party™®
has been based on the results obtained from BWRA wide-plate tests using a
prefracture plastic strain of 0.5% as the transition criterion. The recom-
mended working temperatures for various grades of steel are given as a func-
tion of material thickness for the as-welded condition in Fig. 3.38(a) and
for the postweld heat-treated condition in Fig. 3.38(b). These temperatures
include safety factors derived from a conservative assessment of service
experience and they assume that the nominal design stress is 2/3 of the

* OCMA.: Oil Companies Materials Association (London).
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yield stress at room temperature, loading is static, and that normal atten-
tion has been paid to design and weld quality. The lower limits of groups,
A, B, and C apply to materials whose tensile strength is below 47.0 kg/mm?
(67,000 psi), while the dashed lines indicate the lower limit of applicability
for steels with tensile strengths above this value. One of the most striking
features shown by a comparison of Figs. 3.38(a) and 3.38(b) is the much
lower operating temperatures allowed for materials in the postweld heat-
treated condition. Both diagrams also show clearly the rise in allowable
working temperature with increase in material thickness, a factor discussed
in detail in sections 3.3.1 and 3.2.

3.3.3.2. Comparative Tests. As stated earlier, simple, reproducible,
and inexpensive tests are required for the initial selection or comparative
assessment of materials and for quality control to ensure that the chosen
material meets its specification. One of the oldest and most widely used
of these is the Charpy impact test, in which a notched square section bar
of standard dimensions is broken in three-point bend by an impact blow
from a pendulum hammer (Fig. 3.39). The shape of the notch employed
depends on the purpose of the test. For quality control at room tempera-
ture, a relatively blunt U-notch or keyhole-shaped notch is frequently em-
ployed, but for assessing the sensitivity of a steel to brittle fracture when
in service at low temperatures, the sharp V-notch is preferred. For metals,
the standard Charpy bar of dimensions 55-60mm by 10mm by 10 mm is
given a 2-mm-deep V-notch with an included angle of 45° and a root
radius of 0.25mm. As the toughness of most steels varies with respect to
the final rolling direction, it is important to specify the regions from
which the specimens are cut. As illustrated in Fig. 3.40, a much higher
toughness is obtained from a specimen cut parallel to the rolling direction
and notched in the rolled surface, as in this case crack blunting is most
probable (cf. section 3.2.4.1). Most specifications thus require that, for

IMPACT
FROM

PENDULUM
HAMMER

Fig. 3.39. Experimental arrangements for a Charpy V-notch impact test.
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Fig. 3.40. Effect of specimen orientation on the Charpy impact energy of mild steel.

both transverse and longitudinal specimens, the notch is cut in the through-
thickness direction.

The energy absorbed by the specimenduring fracture has no direct appli-
cation, i.e., it cannot be put into an equation to give the fracture stress
of the material. The change in impact energy over a range of testing
temperatures from a high to a low value does, however, indicate the de-
crease in toughness which accompanies a change in the fracture mode
from high-energy shear to either of the low-energy modes, cleavage or
low-energy tear. The test is especially suitable for use with the low-
strength mild steels which fail by cleavage at low temperatures, because
there is a large difference in the energies absorbed during cleavage and
shear fracture, and a large amount of effort has been applied in an attempt
to correlate results from Charpy tests with those obtained from full-scale
tests and service failures in these steels. The starting point for correlation
lies in relating the nil-ductility temperature of a material to the amount
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of energy it will absorb in a Charpy test and it is now clear that the re-
lationship between these two quantities is not constant for all grades of
steel. For example, in low-strength carbon steels, the NDT is equivalent
to 8 ft Ib energy absorbed in a V-notch test, while in semikilled steels and
high-strength quenched and tempered steels, the values are approximately
25 and 50 ft 1b, respectively. This is due to the large amount of energy
needed to initiate fracture in these tougher steels. Thus, it is necessary to
find the Charpy energy which corresponds to the NDT for each grade of
steel before it is possible to use the NDT + x°C type of design criterion
discussed earlier. If, for example, the NDT does correspond to 8 ft 1b
absorbed energy for the steel used to obtain the results shown in Fig, 3. 41,
then the NDT is at ~—6°C. If we wished to use a NDT + 30°F
(+17°C) design criterion for this material, it would give a minimum
operating temperature of +11°C, which, from Fig. 3. 41, corresponds to
an impact energy of ~ 15 ft 1b.

The other feature shown in Fig. 3.41 is the change with testing
temperature of the percentage of the fracture surface which showed
crystalline failure (see, for example, the photographs of such fracture sur-
faces in Fig. 3. 27b). The appearance of the fracture surface is, in many
respects, a more reliable guide to a material’s susceptibility to cleavage
failure than is the energy absorbed in the impact test, and criteria based
on the percentage crystallinity usually give the most reliable correlation
with service failures. For example, it has been found that, if the surface
of a Charpy bar is less than 70% crystalline when fractured at a certain
temperature, there is a high probability that cleavage fracture will not
occur in service at this temperature if the applied stresses do not exceed
half the yield stress. For some mild steels (such as that used in Fig. 3. 41),
an impact energy of 15 ft Ib corresponds to 70% crystallinity and this, at
one time, gave rise to the erroneous belief that any material which could
absorb 15 ft 1b of energy in a Charpy test would not fail in a brittle
manner. Such generalizations are, however, not justified, as, in other
steels, the 70% crystallinity temperature corresponds to impact energies
as high as 50 ft Ib and, as a general rule, criteria based on fracture appea-
rance are usually to be preferred to those based on impact energy. Fur-
thermore, although there is no rigorous correlation between the percentage
crystallinity shown by a Charpy bar and the three principal transition
temperatures, it is often found that the NDT is approximately equivalent
to the 85% crystallinity temperature, the FTE to 55% crystallinity, and
the FTP to the 0% crystallinity temperature. Finally, there are at least
two other variables which can be measured from the fracture halves of
Charpy bars which have been tested through the brittleness transition
temperature range. The first is the notch root contraction, which is zero
for 100% cleavage failure and which increases at higher temperatures.



162 Chapter 3

90, T T T T T T T T T T T T 1 A /| T L)

601~

°
1
2

45

PERCENTAGE CRYSTALLINITY

30

CHARPY V NOTCH IMPACT ENERGY, ft ib.
o
1
3

g X

o HE]
— 22T |
C‘E I VS WY IR N NN VN VNN SN S T N W G L Sind 0

H dexe
200 -180 -120 -80 -40 [o] 40 80 120
TEMPERATURE, *C

Fig. 3.41. Correlation between the transitions determined by the energy absorbed in a
Charpy impact test and the amount of shear failure appearing on the fracture surface.

The second is the appearance of the fracture surface immediately below the
root of the notch, and it has been suggested® that the temperature at
which there is no evidence of shear failure at the notch root correlates
well with the fracture initiation temperature discussed earlier in relation
to the BWRA tests.

There are a number of limitations to the usefulness of the Charpy
test. There is usually a large scatter on the impact energies, especially
those determined in the transition range where the toughness is changing
rapidly. To a large extent, this is due to inhomogeneities in the compo-
sition, structure, or degree of residual stress in the specimens, but the small
size of the specimens compared to those used in full scale tests probably
exaggerates this scatter. It is usually overcome by testing a large number
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of samples from the same material, to avoid such variations and to over-
come the statistical errors in the results. A more fundamental disadvantage
is its inability to show clearly the toughness transition in materials which
fail by low-energy tear instead of cleavage and, as this includes all the
medium- and high-strength fcc metals suitable for cryogenic use, this is a
severe limitation on its use. Nevertheless, there are a number of design
codes which still require Charpy tests to be carried out on aluminum
alloys and stainless steels intended for cryogenic applications, particularly
where these materials have been welded. Where possible, it is preferable
to use the more sensitive drop weight tear test (DWTT), which also breaks
specimens with an impact blow from a pendulum hammer. Its specimens
are, however, much larger—plates 18 in. by 5 in. by 1 in., which contain
a deep embrittled weld as a crack initiator—and they require much more
energy to fracture them. This enables a clearer distinction to be made
between the high-energy and the low-energy modes of shear failure.

Yet another disadvantage of the Charpy test is its inability to accept
specimens which are less than 5 mm thick (one-half standard size speci-
mens) ; as noted earlier, notch embrittlement in thin sheet materials is best
evaluated by use of the notched tensile tests described in section 3.2. Other
types of test using notched specimens have been employed for comparative
tests, one example being the Tipper test, which is a notched tensile test
carried out on a full-plate-thickness specimen containing double V-notches
in its sides. There are also a variety of slow bend tests, e.g., the Van der
Veen test, which again uses a full-thickness specimen, but which contains
a simple 45° V-notch in the tension side of a plate tested in three-point
bend.

The topic of brittle fracture in steel structures has been reviewed re-
cently by Boyd.” In this very useful work he covers not only the basic
metallurgical factors involved but also the design considerations which
affect the choice of steels for structural applications. Furthermore, he gives
a valuable guide to recommended selection procedures and ends by enu-
merating a set of “golden rules” which, if obeyed, should minimize the
possibility of brittle failure in this important class of engineering materials.

3.4 TIME-DEPENDENT FAILURE

In the earlier sections of this chapter, we saw that the fracture stress of
a material is strongly influenced by the presence of cracks and flaws and
there are three principal mechanisms by which such cracks may form or
intensify during service. These are fatigue, corrosion (especially stress
corrosion and corrosion fatigue) and hydrogen embrittlement. None of
these are specifically low-temperature phenomena ; indeed, the fatigue lives
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of many metals increase at low temperatures, while the rate at which most
corrosion reactions occur drops very rapidly as the temperature is lowered.
Rather, they increase the probability of unstable failure under service con-
ditions which would normally be considered satisfactory. Their effect is
due basically to one or more of the following effects : they lower the tough-
ness of the material, they provide a mechanism by which a crack may
sharpen and thus increase the degree of stress concentration it produces, or
they allow a subcritical crack to grow at stresses below the gross yield
stress until it reaches the critical length required for unstable propagation.

3.4.1. Fatigue

Fatigue failure occurs in a material subjected to cyclic or fluctuating
stresses which may or may not be superimposed on a static applied stress.
Failure under such loading conditions can take place at stresses which are
considerably below the ultimate tensile stress or gross yield stress, even in
materials which are normally considered to be tough and ductile. Fatigue
must therefore be considered as a possible mode of failure in any piece of
cryogenic equipment subjected to cyclic loading or vibration, e.g., pumps
and turbines, or to periodic changes in pressure, such as storage vessels and
process plant. To indicate the severity of this problem, it is worth noting
that it has been estimated that fatigue is responsible for about 50% of the
failures encountered in general engineering practice.

There are three main stages in the fatigue fracture of a component :
initiation, slow crack growth until the critical size is reached, and the final
rapid failure of the remaining section either by cleavage or ductile rupture.
Plastic deformation is involved in at least the first two of these stages. In
pure metals, the initiation of a fatigue crack usually occurs at the surface
of the material as a result of inhomogeneous shear deformation, while in
alloys and less pure metals, the crack frequently nucleates at the interface
of a second-phase particle or at a flaw which may or may not lie in the
surface of the material. Another very common cause of initiation stems
from the introduction of local stress concentrators such as keyways, badly
radiused corners, imperfect welds, and other fabrication defects. The
surface finish of a component also plays an important role in the initia-
tion of fatigue cracks, smooth surfaces being more resistant than rough
ones, while the surface hardness is known to have a strong influence on
the fatigue life of materials. Materials with surfaces which are softer than
their interiors (such as aluminum alloy plates coated with pure alu-
minum to improve their corrosion resistance) have an enhanced pro-
bability of fatigue failure. Hence, one way of improving the fatigue life
of a component is to harden its surface and this is often achieved in ferrous
metals by carburizing or nitriding treatments. Another method which has
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Fig. 3.42. Classical torsional fatigue failure in a case-hardened steel.

a wider applicability is to work-harden the surface by treatments such as
shot-peening and this has the added benefit of introducing compressive
stresses which also inhibit fatigue crack initiation.

Once initiated, a fatigue crack extends a small amount during each
stress cycle, the direction of propagation depending on the type of applied
stress. For example, the crack grows in a direction normal to the applied
stress for tensile loads, but on a 45° plane for torsional stresses. Such a
failure is illustrated in Fig. 3.42, which shows clearly that fracture initiat-
ed at a corrosion pit in the case-hardened surface of the steel. It then grew
slowly to produce the “thumbnail-shaped” region, in which can be seen
“clamshell” markings which indicate successive stages in the slow crack
propagation. Final failure was by torsional shear rupture, as indicated by
the radial markings which extend from the edge of the smooth thumbnail-
shaped region to the extremities of the rod.

Fatigue failures thus occur after a rather complex series of events, not
all of which can be quantified. Prediction of the fatigue lives of materials
is therefore subject to a rather large margin of error, but it is possible
to draw a number of conclusions from the results obtained by testing a
large number of specimens over a range of applied stress or strain amp-
litudes. These results are usually plotted in terms of the stress (or strain)
(S) to cause failure after a certain number (N) of cycles (S-N curves), and
some representative curves are shown schematically in Figs. 3.43 (a, b). In
Fig. 3.43 (a), S-N curves are illustrated for both smooth and notched speci-
mens of mild steel, and two points clearly emerge. First, the curves level
off at about 10° cycles to give a fatigue limit. This is typical of ferritic
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Fig. 3.43. (a) Typical S-N curves for smooth and notched specimens of mild steel. (b)
Typical S-N curve for smooth specimens of most nonferrous alloys.

steels below~200°C and also of the aluminum-magnesium alloys at room
temperature. The cause of the fatigue limit in these alloys is not yet com-
pletely understood, but it is thought to be due to strain-aging. The second
point is the lower fatigue lives and fatigue limit shown by the notched
specimens ; the more severe the notch, the lower the values of these quanti-
ties. This notch-sensitivity adds to the difficulty of predicting the fatigue
lives of components which may contain unknown flaws which act in the
same way as the notches machined into the experimental specimens. It is,
however, generally assumed that, for smooth specimens, the fatigue limit
of ferrous alloys corresponds to a stress of about half the ultimate tensile
stress.

The S-N curves of Fig. 3.43 (b) are typical of most nonferrous alloys
and also of the austenitic stainless steels in that they show no fatigue limit
even after more than 10° stress cycles. Under these circumstances, the stress
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which produces failure after, say, n cycles is known as the endurance limit
at n cycles, and for many alloys, the endurance limit at 10° cycles is ap-
proximately 1/3 of their UTS. For most metals, the UTS increases as the
temperature is lowered and it is thus reasonable to expect that their endur-
ance limits will also be increased at low temperatures. That this is so is
shown by the curves given for pure aluminum in Fig. 3.44. Ordinary ten-
sile tests carried out on similar material showed that the ratio of the UTS
to the stress necessary to cause fatigue failure after 10° cycles was virtually
independent of testing temperature. Two main conclusions were drawn
from these results.®® First, that crack initiation is due to some mechanism
which involves the interaction of dislocations or slip planes, as initiation
mechanisms which rely on chemical corrosion or atomic diffusion are un-
likely to operate at 4.2°K. Second, the consistency of the tensile stress/
endurance limit ratio over the large range of testing temperatures suggests
that the same mechanism is operative in both cases. We saw in chapter 1
that the increase in UTS with decrease in temperature was a direct result
of the higher rates of strain-hardening at low temperatures and it would
thus appear that strain-hardening also plays an important role in the initi-
ation and/or propagation of fatigue cracks.

The low-temperature fatigue properties of engineering alloys have also
been investigated with the by-now familiar emphasis on those alloys likely
to be of use in aerospace applications. The results of Nachtigall ez al.*! on
materials for rocket engines are representative of such studies, the four
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Fig. 3.44. Series of S-N curves for pure aluminum specimens tested at 293, 90 20, and
4°K (after McCammon and Rosenbergt?).
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alloys under evaluation being type 2014-T6 aluminum, Inconel 718, 5Al-
2.5Sn alpha-stabilized titanium, and type 301 stainless steel. Data were
obtained for both smooth and sharp-notched (K, >17) sheet specimens; tests
were tensile and carried out at room temperature, in liquid nitrogen, and
in liquid helium with a minimum to maximum stress ratio R=0.14. Ordi-
nary tensile tests were also carried out-on smooth and notched specimens
to allow comparison with the fatigue tests. In Fig. 3.45, the results for
Inconel 817 are given, as they illustrate clearly the trends shown by most
materials. It can be seen that at all temperatures the fatigue lives of the
notched specimens are considerably lower than those of the unnotched
specimens ; while for both types of specimen the fatigue lives at a given’
stress increase steadily as the temperature decreases. For low lifetimes, the
curves are horizontal, indicating that there is a constant maximum stress
for fatigue failure after a small number of cycles. This region corresponds
in fact to the low-cycle, high-strain type of fatigue, which will be discussed
shortly.

The results obtained for the 2014-T6 alloy show the same trends as
just described for Inconel. Other work by Schwartzberg et al.® confirms
these results on type 2014-T6 for both parent metal and weldment samples,
similar satisfactory behavior being found for both 2219-T87 and 5456-H343.
In contrast, types 2020-T6 and 7075-T6 show poorer fatigue properties.

In the 5A1-2.5S8n titanium alloy, the work of Nachtigall et al. shows
that for smooth specimens the fatigue lives at a given stress increase as the
temperature falls, but for notched specimens the trend reverses below 77°K,
and the 4°K curve lies below that at 77°K and only just above the room-
temperature curve. This behavior correlates well with the decrease in ten-
sile strength shown by notched tensile specimens below 77°K. The be-
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Fig. 3.45. S-N curves for smooth and notched specimens of Inconel 713 tested at 4°K,
77°K, and room temperature (Nachtigall ez al.5!). (Open symbols, smooth; closed sym-
bols, notched specimens. < =4°K, [ =77°K, A = room temperature.)
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havior of type 301 stainless steel is even more anomalous in that, even for
smooth specimens, the 4°K S-N curve lies below the 77°K curve and only
just above that for room temperature, while for notched specimens the
77°K and room-temperature curves are virtually coincident and the 4°K
curve falls even lower. Such behavior can, however, be explained in terms
of the stress-induced martensitic transformations which are known to occur
in type 301 stainless steel (cf. section 2.1.5.1). Furthermore, the lower
fatigue lives correlate well with the results of the tensile tests on type 301,
which show that the tensile strengths of the smooth specimens do not in-
crease below 77°K while the UTS of notched specimens fall steadily as the
temperature is decreased below ambient.

The fatigue properties of the fully stabilized grades of stainless steel
follow the normal trends shown by the Inconel and aluminum alloys, name-
ly, increased fatigue lives at low temperatures.

As noted earlier, the maximum stress necessary for fatigue failure in
smooth specimens is constant up to about 10°-10* cycles. Under these
conditions, failure is due to accumulated persistent plastic deformation and
it has been found that for many metals the number of cycles to failure N
is related to the amplitude of the reversed plastic strain range e, by the
Manson-Coffin law, N'%,=C, a constant. Furthermore, as a rough rule of
thumb, +1% strain causes failure in 1000 cycles. As the Manson-Coffin
law is obeyed for a wide range of materials with widely different strengths
and ductilities, it would seem that the mechanism responsible for low-cycle
fatigue is not strongly influenced by these factors. By counting the number
of ripples appearing in the thumbnail part of the fracture surface and cor-
relating this with their fatigue lives, it has been shown® that at least 75%
of the fatigue life of smooth specimens which failed after a small number
of cycles was spent during slow crack growth. In contrast, most of the
lifetime of similar specimens which failed at 10°~10° cycles was spent in
the initiation stage. The importance of crack initiation in high-cycle fatigue
is confirmed by experiments which show that large increases in fatigue life
can be obtained by removing the damaged surface layer from specimens
which have already undergone~10* fatigue cycles.

A further difference between these two types of fatigue has been ob-
served by Williams and Bily,* who found that the S-N curve of mild steel
exhibits a discontinuity at about 10°-10* cycles which corresponds to a
transition from conventional to low-cycle, high-strain fatigue. There is
also an associated change in fracture characteristics from eccentric fatigue
crack propagation below the discontinuity to cup-and-cone failure above
it. Furthermore, a comparison of the plastic extension attained prior to
necking during monotonic loading (19.4%), with the total plastic defor-
mation which occurred incrementally under cyclic loading (20.5%), re-
vealed a very good correspondence. Thus, it appears that failure during
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low-cycle fatigue occurred after exhaustion of the material’s incremental
strain-hardening capacity, whereas a stabilized strain-hardened condition
was attained prior to the development of the eccentric failures typical of
longer fatigue lives. These results further emphasize the importance of
accumulated plastic deformation in low-cycle, high-strain fatigue.

A particularly relevant type of fatigue is thermal fatigue, in which
the stresses and strains are produced by thermal cycling. High stresses
can be built up if temperature gradients are nonlinear or if free expan-
sion or contraction is restricted by external constraints, and such fail-
ures have been known to occur in regenerators after a large number of
temperature reversals and in heat exchangers and other cryogenic plant
after a relatively small number of warming and cooling cycles caused by
plant shutdown.

So far, we have only considered fatigue due to simple alternating
stresses, but in practice, loading cycles can be extremely complex and
hence extrapolation from the results of simple laboratory experiments is of
limited value. There are a number of empirical rules which attempt to
improve the correlation with experience gained from service failures, one
of which is Miner’s rule for cuamulative damage. This enables the number
of cycles spent at different stress levels to be reduced to an equivalent
number of cycles at a single stress. If the material undergoes s, cycles at a
stress amplitude S; which has a predicted life of N cycles, and #n, cycles at
stress S, for which the lifetime is N, etc., then Miner’s rule says that failure
will occur when > n;/N;=1, although for additional safety the constant is
usually taken as 0.6. Furthermore, in many applications it is found that
the alternating stresses are superimposed on a mean tensile or compressive
stress, and it is necessary to be able to predict the life of components under
the effect of these combined stress systems. One way of doing this is to use
the Goodman diagram illustrated schematically in Fig. 3.46. For most
metals, it is found that the fatigue lives of smooth specimens subjected to
these combined stresses lie quite close to the straight line which joins the
appropriate endurance limit to the ultimate tensile stress. For notch-sensi-
tive materials, however, both tensile strengths and endurance limits are low-
ered by amounts which depend on the material concerned and the severity
of thé notch. In this case, the lower line in Fig. 3.46 defines the upper
limit of the allowable combined stresses.

Finally, corrosion fatigue is a mechanism by which the endurance lim-
its of many metals may be severely reduced even though the amount of
metal actually removed by corrosion is negligible. It is not necessary for
the environment to be particularly corrosive for stress corrosion to occur;
for example, the oxygen and water vapor present in normal air are suffi-
cient to cause a considerable reduction in the fatigue lives of a number of
aluminum alloys, while salt spray from the sea is particularly harmful.
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Fig. 3.46. Goodman diagram for fatigue under the action of combined static and alter-
nating stresses for both smooth and notched specimens.

Similarly, the endurance limit at 107 cycles of plain carbon steel is lowered
by about 50% for freshwater and by about 75% for saltwater environ-
ments. Corrosion fatigue failures have been known to cause failure in cryo-
genic equipment, especially air separation plants located by the sea or
near chemical plants, and under such conditions it is necessary either to
apply a protective coating to the metal or to specify an alloy such as stain-
less steel which is less susceptible to these effects. Even with stainless steel
it is, however, important to take care to avoid other types of corrosion
failure such as “shrouding” and crevice corrosion in brazed joints.

3.4.2. Corrosion and Embrittlement

These two processes can both cause delayed fracture in material sub-
jected to a static stress, failure being liable to occur without prior warning
after periods which can range from hours to years after the initial applica-
tion of the load. It is not proposed to deal in this section with failures
due to the bulk removal of metal by the various types of corrosion or
oxidation; rather, the intention is to consider briefly a few mechanisms
whose adverse effects do not depend on the quantity of material removed.
Corrosion fatigue, discussed in the previous section, is one such mechanism;
stress corrosion is another. Stress corrosion cracking occurs when materials
are subjected to a static or slowly increasing load while in a corrosive envi-
ronment. The stress may be externally applied or it may be an internal
stress which was induced in the material by plastic deformation during
fabrication or by the contractional strains produced by incorrect welding
procedures. A large number of metals and alloys are susceptible to stress
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corrosion cracking, including brass, aluminum, magnesium, steel, and tita-
nium. The phenomenon is also found in nonmetals in the form of static
fatigue in glass and stress-cracking in certain polymers. It is not specifically
a low-temperature effect; indeed, most corrosion mechanisms are slowed
down or inhibited at low temperatures, but it is a possible cause of failure
in equipment intended for use at low temperatures.

The particular environment responsible for stress corrosion cracking
depends on the material concerned, although water or its vapor is often
one of the constituents. For example, “season cracking” occurs in internally
stressed wrought brass components when they are exposed to moist air
which contains traces of ammonia vapor or salt. In brass, cracking is in-
tergranular and residual tensile stresses can cause complete separation of
the fracture halves along the grain boundaries; in other systems, however,
the cracks may propagate across the grains. Stress corrosion occurs occa-
sionally in austenitic stainless steels, although for practical purposes the
phenomenon of weld decay discussed in section 2.1.5.1 is a much more
serious problem. It is also found in some types of aluminum and magne-
sium alloy after welding.

In most cases, the problem of stress corrosion can be overcome or
minimized by annealing the affected component at a temperature which
is high enough to relieve the initial stresses without causing appreciable
softening of the cold-worked material.

Although delayed failure is probably the most spectacular manifesta-
tion of hydrogen embrittlement, it is only one aspect of a much larger pro-
blem which was initially encountered in high-strength steels but has since
also been found in a large number of other alloys, including copper and
aluminum, titanium and zirconium, and most of the bec refractory metals.
The characteristic effect of hydrogen on the mechanical properties of these
metals is to cause a reduction in their ductility and sometimes their
strength, and these factors can frequently also lead to failure. The basic
cause of the problem is the ease with which the small hydrogen atoms
are able to diffuse through the lattices of most metals at room tempera-
ture and above. Furthermore, hydrogen concentrations as low as a few
parts per million are sufficient to cause serious embrittlement in many
metals. The hydrogen usually comes in contact with the metal during its
production or subsequent fabrication in such processes as pickling, plating,
and welding, the latter in particular being a particularly serious source of
hydrogen pickup due to the high temperatures involved. In many metals,
such as aluminum, copper, chromium, nickel, and, in particular, iron, the
equilibrium solubility of hydrogen increases with temperature, and thus
larger amounts may be dissolved at high temperatures. For example, its
solubility limit in iron increases by a factor of about 15,000 between room
temperature and the melting point of iron, although in this metal the situa-
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tion is further complicated by the fact that more hydrogen is soluble in
the fcc austenite structure than in the bec ferrite. The essence of the hy-
drogen embrittlement problem lies in the fact that, on cooling, the hydro-
gen picked up at high temperatures exceeds the solubility limit at lower
temperatures and the excess hydrogen either has to diffuse out of the metal
or be accommodated within it. As diffusion becomes less rapid at low
temperatures, much of the excess hydrogen remains in the metal and tends
to collect in pores or cracks, where it transforms from atomic to molecular
hydrogen. As the temperature decreases further, the hydrogen pressure in-
creases and can reach values high enough to cause the formation of blisters
near the surface of ductile metals and cleavage cracks within bec or hep
metals. The situation is particularly serious in most bce and some hep
metals due to the very low solubility limits in these metals at room tem-
perature. The formation of blisters and cracks is an example of irreversible
embrittlement, the other main type of irreversible embrittlement being
hydride formation, which is most serious in metals such as titanium which
can dissolve large quantities of hydrogen in an exothermic reaction. The
hydrides thus produced form low-strength, brittle particles within the metal
which crack easily under an applied stress to nucleate microcracks. Wick-
strom and Etheridge® have shown that hydrides can also form on the sur-
face of titanium components subjected to thermal and pressure cycling in
the presence of hydrogen gas. The hydride is brittle and spalls off during
cycling to leave fresh titanium exposed to further corrosion. The affected
components were part of a liquid-hydrogen storage system but it is im-
probable that the hydride formation occurred in the presence of the liquid,
as the necessary diffusion and corrosion reactions are unlikely to take place
at such low temperatures. In view of the strong affinity of titanium for
hydrogen, it is best to keep the two apart wherever possible.

There is also a reversible type of hydrogen embrittlement which occurs
as a result of the interaction of hydrogen atoms with dislocation; it is wide-
spread in ferrous alloys and to a lesser extent is found in titanium alloys.
One particular characteristic of this type of embrittlement is that it is most
serious at low strain rates, which allow time for the hydrogen atoms to
diffuse and repin the moving dislocations, and it reaches its ultimate limit
in the delayed failures mentioned earlier, which can occur months or years
after the hydrogen was absorbed by the metal. As suggested by the term
reversible, failure due to this type of embrittlement can be prevented by
removal of the hydrogen, and this is normally achieved by prolonged bak-
ing at ~350°C. This treatment is, however, time-consuming and not very
efficient for metals like titanium, and wherever possible it is better to pre-
vent the initial pickup of the hydrogen. Thus, for example, acid cleaning
or pickling processes in which nascent hydrogen is evolved at the surface
of the metal are best avoided for these metals.
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Electroplating processes have also been responsible for a large number
of failures caused by hydrogen embrittlement. Not only are large amounts
of hydrogen released at the cathode, but the layer of electrodeposited metal
hinders diffusion and makes it more difficult for the trapped hydrogen to
be removed during a subsequent baking treatment.

Finally, arc-welding is one of the most common causes of hydrogen
pickup and although atmospheric moisture can produce the hydrogen, its
most common source is in the electrode coatings, with both organic and
inorganic types being suspect. This is a particularly troublesome cause of
hydrogen embrittlement in high-tensile-strength steels and, as 9% nickel
steel comes into this category, care must be taken during its welding if
such embrittlement is to be avoided. The problem is particularly serious
where sulfide contamination is also present, as the suifide ion acts as a
surface poison which promotes absorption of hydrogen by the metal but
retards the evolution of the dissolved gas.

Hydrogen embrittlement in metals has recently been reviewed by
Rogers® and is considered in detail in the work by Tetelman and McEvily.!
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Chapter 4

The Properties of Nonmetals

4.1. POLYMERS

The mechanical properties of polymers differ fundamentally in many
respects from those of metals and much of this difference can be ascribed
to the characteristic structures of these two classes of material. Most
polymers consist of long molecular chains which are built up from a large
number of single molecular units called mers. These molecular chains vary
in length and hence the material has a range of molecular weights whose
average can vary from a few hundred for a simple polymer up to about a
million for those with very long chains. The chains are rarely straight,
being typically coiled or tangled randomly; they may have side branches,
and they can be built up from two or more basic mers to form copolymer
chains. Polymers can be divided into two basic groups, the thermoplastics
and the thermosetting resins, and their dissimilar mechanical properties
are a reflection of their different structures.

Thermoplastics have mechanical properties which are critically depend-
ent on the femperature and rate at which they are deformed. The strains
which they develop can be very large and they are often fully recovered
when the applied stress is removed or when the material is heated. The
constituent atoms that make up the molecular chains are held together by
strong primary chemical bonds, but in uncrosslinked polymers there are
no primary bonds between adjacent molecular chains, which are held
together by weaker secondary bonds. At low enough temperatures, these
bonds can be quite strong and the material is rigid, brittle, and behaves in
most respects like an organic glass; at high temperatures, there is enough
thermal energy for the bonds to be broken, the chains slide easily over
each other, and the material is a viscous fluid. If polymers with suitable
structures are cooled slowly enough, their chains can align themselves to
form crystalline regions which prevent the chains flowing easily past each
other. This makes crystalline polymers much more rigid and it is not
until the melting point of the crystals is exceeded that viscous flow sets in.
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Chain flow can also be restricted by crosslinking in amorphous
polymers, and elastomers and rubbers are basically lightly crosslinked
polymers which are able to undergo large amounts (~800%) of reversible
elastic deformation at room temperatures (other polymers can also show
elastomeric properties at temperatures above or below room temperature).
The more the chains are crosslinked, the more restricted is the elastic strain
and the greater the rigidity of the material. As the crosslinks are usually
formed during a thermal curing process, it might be argued that rubbers
are not strictly thermoplastics, and some authors consider them as a third
basic type of polymer.

When a large number of crosslinks are formed during processing, the
material is said to be thermosetting. Two or more constituents, which
may be relatively simple mers or partially polymerized material, are mixed
together and, as the mixture cures, a rigid three-dimensional network is
formed with crosslinks between the molecules. Once formed, the mechanical
properties of thermosets are virtually unaffected by changes of temperature
below that at which the material degrades or decomposes; similarly, its
properties are far less time- or strain-rate-dependent than those of thermo-
plastics. Typical thermosets of cryogenic interest are the casting resins,
which are often used with particulate or fiber fillers to make them less
brittle, and adhesives, especially those now used for bonding together large
metal or composite structures.

In section 4.1.1, the basic outlines of the relationship between the
structure and mechanical properties of polymers are discussed briefly in
order to provide a suitable foundation for section 4.1.2, which covers those
properties and materials that are of particular relevance for cryogenic ap-
plications. There are a large number of textbooks and works of reference
which cover the properties of polymers, paramount among which is the
Encyclopedia of Polymer Science and Technology,' which covers virtually
every aspect of the subject and includes a section on cryogenic properties.
There are many other volumes on their structure,®”'? physical>#! and
mechanical properties,®’ fracture,>® and their use as engineering materials,*'®
while a number of general texts® " on materials have chapters on their
properties. The more practical aspects of their use are discussed in the
Society for the Plastics Industry Handbook'® and other similar volumes,"”
while standards for their testing and use are published by the ASTM" and
the BSL.”” References to their cryogenic properties will be given in section
4.1.2,

4.1.1. The Relationship between the Structure and Mechanical
Properties of Polymers

One important consequence of the extreme sensitivity of the mechani-
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cal properties of thermoplastics to the temperature and rate at which they
are deformed is that their transition temperatures are not fixed. Instead,
they depend on the criteria used to define these changes of state; for example,
the glass transition occurs at a temperature at which the strain produced
by a given stress acting for a fixed time changes from a low value charac-
teristic of the glassy state to a predetermined higher value. If the same
stress were applied for a longer time, the required strain would be developed
at a lower temperature. Thus, testing time and temperature are interrelated.
Furthermore, the elastic moduli are also similarly affected: deformation
produced at a high strain rate requires more force than that achieved at
lower strain rates, and hence the elastic modulus (slope of stress—strain
curve) increases with the strain rate. Therefore, when values are quoted
for transition temperatures and mechanical properties of polymers, the
experimental conditions used to obtain these quantities should be stated if
they are to be completely unambiguous. Such precision is, however,
rarely found in practice.

4.1.1.1. The Glass Transition. The relationship between specific vol-
ume and temperature is illustrated schematically in Fig. 4.1 for both amor-
phous and crystalline polymers. Considering first the amorphous material
at high temperatures, the polymer is liquid and, as the temperature falls, its
viscosity increases gradually and it contracts at a rate typical of that of a
liquid (about 4-8 X 107* cm?/°C). The transition from liquid to the amor-

Amorphous

w Supercooled
§ Liquid :
- ]
(% i
> ]
)
lg Glass 1 i
= pmem " 1 !
< R - ! '
.J v 1
W - 1 !
'3 - ] ]
- ] ]
o ] []
] 1)

1 ] L A L1 L 1 [
T, T,
m
~-160 -120 -80 g-40 o 40

TEMPERATURE, °C

Fig. 4.1. Relationship between specific volume and temperature for a polymer which
can be either amorphous or crystalline.
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phous solid characteristic of a supercooled liquid takes place gradually and
is not accompanied by a volume change. There is, however, a decrease in
expansion coefficient to about 2 X 107*cm?/°C at the glass transition tem-
perature T, , below which the polymer is in its glassy state. As it is only
the first derivative of the primary thermodynamic variable (volume) which
changes discontinuously with temperature, the transition is a second-order
thermodynamic transition. Other physical properties which show anomalies
at T, include the dielectric constants, the refractive index, and the specific
heat. However, in view of the strong strain-rate effects mentioned earlier,
some authors” consider that it is not a true thermodynamic transition; its
description as a second-order transition is nevertheless conventionally ac-
cepted.

For a crystalline material, there is a relatively sharp decrease in volume
at the melting point 7, of the crystallites, and this is indisputably a first-
order thermodynamic transition. In highly crystalline polymers, the volume
change is of the order of 109% or more and is caused by the more efficient
packing of the molecular chains when in the crystalline state. In contrast,
the change of slope at the glass transition is very indistinct, while in
materials of low crystallinity, the relative importance of these two transi-
tions is reversed. Before passing on to consider the mechanisms responsible
for the glass transition, it is worth pointing out the practical significance
of the high expansion coefficients of polymers above these glass transition
temperatures. Their expansion coefficients are considerably higher than
those of most metals and this can lead to severe problems of differential
contraction if both types of material have to be cooled while linked together
mechanically. This topic will be reconsidered in section 6.5.3.

The physical basis for the glass transition in polymers lies in the
relationship between the strength of the van der Waals-type secondary
bonds which hold the molecular chains together and the thermal energy
of vibration of segments of the molecular chain lying between adjacent
crosslinks. At very low temperatures, the thermal energy is so low that
the secondary bonds are able to hold the chain together to form a rigid
structure characteristic of the glassy state. As the temperature rises above
T, the vibrational energy increases sufficiently for individual segments of
the molecular chain to become mobile, although it is still too low to
permit movement of the complete chains. Under the action of an applied
stress, individual segments can be displaced and coiled chains can straighten;
yet, when the stress is removed, the chains can coil up again, under the
action of their thermal vibration and the deformation is fully recoverable.
The material is thus in its rubbery state and T, is often referred to as the
glass-rubber transition temperature. It occurs at about one-half to two-
thirds of the melting temperature and, as indicated earlier, is not strictly
an invariant temperature, as its value is dependent on the method used
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Table V. The Structure and Properties of Some Important Polymers
Technological
lassification®
. Normal Formula of the ¢ .
Chemical name h " ? . and physical 8>
designation chemical repeat unit state at room K
temperature
Polydimethyl Silicone CH, R Elastomer 150-160
siloxane rubber —§i—0—
CH;
Polyisobutylene Butyl rubber cH, R Elastomer 205
BR —CH,—C—C—
dn,
Polyisoprene Natural CHs B R Elastomer 203
rubber —CHy—C = C—CH—
Polychloroprene Neoprene Cll }lx R Elastomer 230-243
—CH;—C=C—CH,—
Polyethylene Polythene —CHy— TP Part 153
crystalline
Polyethylene Branched —CH— TP Crosslinked 253
polythene
Polypropylene Polypropylene cH, TP Part 255
—CH—H— crystalline
Polyvinylchloride PVC a TP Amorphous 353
—cH-dn or very slightly
crystalline
Polystyrene Styrene —CHr—CH— TP Amorphous 373
'O glassy
Polymethyl Acrylic, cH, TP Amorphous 380
methacrylate PMMA —CHp glassy
CH;—0—C=0
Polyethylene Mylar ® y TP Part 340
terephthalate PET —0—C<~C—-0—CH~CH—0—  crystalline
Polyhexamethylene Nylon 6.6 —NH—(CH)—NH—C—(CH)—C— TP Part 323
adipamide o o crystalline
Polytetrafluoro PTFE ~CF— TP Part 399
ethylene TFE crystalline
Phenol-formal- Phenolics OH OH TS Glassy —
dehyde resin Hy
Diglycidyl ether Epoxy resin PN cH, TS Glassy —
of bisphenol A (DGEBA)  —N—CH—CHCHO—_-C—
CH;

4 TP = thermoplastic, R = rubber, TS = thermoset.
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for its determination. Furthermore, the glass-rubber transition occurs over
a temperature range which is usually about 10-30° in width, but which
can extend to over 100° for some rigid polymers. During the transition
region, the material exhibits viscoelastic properties, such as creep, stress
relaxation, and high damping. These phenomena will be con51dered in
more detail in sections 4.1.1.4 and 4.1.1.5.

The temperature at which the glass transition occurs is determined
by a number of factors, including the molecular weight of the polymer,
the size of its side groups, the flexibility of its chains, etc. The transition
temperature can be lowered by plasticizing the polymer with a polymer
of low molecular weight which itself has a low glass transition temperature,
while in copolymers, T, is intermediate between those of its constituents.
In partially crystalline polymers, the transition temperature is the same as
that of the amorphous material but, as pointed out earlier, it is much less
pronounced. Finally, it should be noted that, taking the lower limit of
one-half the melting point for T,, no polymer which is rigid at room
temperature can have a glass transition much below ~150°K. Hence, this
will set a lower limit to the temperature at which polymers show true
elastomeric properties. The glass transition temperatures of a number of
important polymers are shown in Table V together with their common
designation, the formula of their chemical repeat units, their technological
classification, and their physical state at room temperature.

In view of the dominant influence that crystallites exert on the me-
chanical properties of polymers, it is simpler to consider the properties of
amorphous and crystalline polymers separately.

4.1.1.2. Amorphous Polymers. One convenient method® of distin-
guishing the three basic states of amorphous polymers is illustrated in Fig.
4.2, which shows a typical thermomechanical curve for such a material.
The curve is obtained by measuring the deformation produced by a con-
stant stress acting for a fixed time (~10 sec) while the material is heated
slowly (~1-3°/min) over the requisite temperature range, which is usually
somewhere between —150°C and 300-400°C. At very low temperatures,
the material is in its glassy state and the deformation produced is negligibly
small. As the glass transition range is entered, a measurable amount of
elastic strain is developed while the stress is applied and this strain increases
rapidly with temperature to give the first rise on the thermomechanical
curve. At higher temperatures, the deformation saturates at a particular
value which depends on the chosen values of stress and application time,
this plateau corresponding to the rubbery state of the polymer. The defor-
mation saturates because the material is able to develop its full elastic
extension during the time the stress is applied, whereas at lower tempera-
tures during the glass transition range the viscoelastic nature of the defor-
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Fig. 4.2. Thermomechanical curve for a typical amorphous polymer (after Kargin and
Slonimsky3!).

mation prevents the full elastic strain from being developed in that period.

The deformation produced at temperatures corresponding to the
plateau on the thermomechanical curve is fully recoverable, but at higher
temperatures, large, irreversible deformation can be produced and this
corresponds to the viscofluid state which exists to the right of the second
rise in the curve. In this state, both the segments and the molecular chains
are displaced and the deformation is partially elastic and partially by
viscous flow. The existence of rubberlike deformation in the viscofluid
state is of great technological importance in the production of fibers and
films with oriented polymer chains (see section 4.1.2.4).

The thermomechanical curve also illustrates the importance of con-
vention in defining the glass transition and flow temperatures. One method
of specifying these temperatures is by drawing tangents to the ascending
parts of the curve and defining T, and T, by their intersection with the
abcissa (temperature axis). Other common procedures are, however, based
on the temperatures at which a certain strain (e, and ¢,) is developed by
a given combination of stress and time to produce transitions at T,” and
T/, respectively. This procedure is similar to that used™® to determine the
“heat distortion temperature,” which is of the same order as 7,’.

Finally, it should be noted that, if T, occurs at a temperature suffici-
ently below ambient (~25°C), the material will be-in its rubbery state in
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normal use at room temperature, while if T, is sufficiently above room
temrerature, the material is rigid. Polymers which have glass transitions
near room temperature are usually avoided because of the large change in
their properties which would be produced by seasonal variations in the
ambient temperature.

When considering the mechanical properties of these polymers, the
remarks made earlier about their strain-rate dependence should be borne
in mind; for example, the elastic modulus used in Fig. 4.3 is that found
for a particular strain rate and other testing conditions (in particular, it is
the part of the modulus corresponding to the stress which is in phase with
the strain; see section 4.1.1.5). The changes in modulus may be correlated
with the features shown in the thermomechanical curve. In the glassy
state, the modulus has a high, almost-constant value, but it drops rapidly,
typically by ~3-4 orders of magnitude, during the glass transition as the
material passes through its “leathery” viscoelastic state. In most polymers,
the modulus decreases gradually with temperature in the rubbery state,
but for those which show marked elastomeric properties, the modulus
increases slightly with temperature. At higher temperatures, the viscofluid
transition sets in and the modulus starts to decrease rapidly, the terms
“rubbery flow” and “liquid” shown in Fig. 4.3 being commonly used to
describe the viscofluid state of the material at these temperatures.

We are now in a position to consider the type of stress—strain curve
found for amorphous polymers tested over a range of temperatures, noting
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Fig. 4.3. Effect of temperature on the reversible component of the elastic modulus of
a typical amorphous polymer.
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Fig. 4.4. Stress-strain curves for a typical amorphous polymer, such as polyvinylchloride,
tested over a range of temperatures from below the glass transition toabove the viscofluid
transition.

that the family of curves illustrated for polyvinylchloride in Fig. 4.4 was
obtained for one particular strain rate. The stresses and strains shown are
their nominal values, that is, the load/(original cross-sectional area) and
the increase in length/(original length), respectively. At temperatures
above the viscofluid transition (curve 1), the material is a viscous liquid
whose deformation is similar to that of a Newtonian fluid, in which the
deformation stress is proportional to the imposed strain rate. At tempera-
tures just below T, (curve 2), the material develops large, reversible elastic
strains and this behavior continues as the temperature falls toward T,
(curve 3), with larger stresses required to produce any given strain. The
rapid increase in stress which is necessary to continue deformation at
large strains arises because the molecular chains have finished uncoiling
and a much larger stress is required to extend the straightened chains.

As the temperature drops below the glass transition (curve 4), the
material undergoes forced rubbery deformation, which is commonly des-
cribed as “cold-drawing.” The material stretches elastically until the yield
stress o, is reached, whereupon the stress decreases quite rapidly to a lower
value o,, the draw stress. By examining the specimen before (a) and after
(b), we see that this drop in stress reveals that the deformation has been
localized and has produced a necked region. Subsequent deformation,
which occurs at the draw stress, extends this neck at the expense of the
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undrawn material at either side (c), and a constant ratio, the natural draw
ratio, develops between the cross-sectional areas of the undrawn and the
drawn material. Eventually, the neck draws fully through the specimen,
(d), and only then is there an increase in the stress necessary to continue
deformation.

X-ray diffraction studies have shown that the molecular chains in the
necked region are oriented parallel to the applied stress, and in this con-
dition the polymer is stronger than when the chains are arranged randomly.
Thus, the neck is the strongest part of the specimen—a direct contrast to
the more familiar situation in metals, where the neck is the weakest point.
It is believed™ that the neck develops in a region where the strain energy
produces a localized rise in temperature which causes the modulus to drop.
More heat is generated as the neck extends and this is conducted adiabati-
cally through the shoulders of the neck into the undrawn material, thus
lowering its modulus and allowing further drawing of the neck. As the
deformation occurs at a temperature below T,, the oriented chains remain
“frozen in” and they are not able to recoil themselves when the applied
stress is removed. If, however, the material is heated above T, the chain
segments become sufficiently mobile for them to coil up again, the defor-
mation is fully recovered, and the material returns to its original form.

At a lower temperature (curve 5), the material yields and starts to
cold-draw, but in this case, fracture occurs before the neck has drawn
completely through the specimen, while at a still lower temperature (curve
6), failure follows immediately after neck formation. Finally, at and
below the brittleness temperature T,, which is much lower than T,, the
material is completely brittle and fracture takes place on the elastic loading
line. The effect of temperature on the mechanical properties of this amor-
phous polymer may be summarized as follows:

(1) At temperatures above Ty, it is viscofluid, deformation is un-
recoverable, and the deformation stress depends on the viscosity and strain
rate. .

(2) Between Tr and T,, the material is rubbery and deformation is
fully recovered as soon as the applied stress is removed.

(3) Between T, and T,, forced rubbery deformation is produced; it
is not recovered when the stress is removed but may be fully recovered if
the temperature is raised above T,.

(4) Below T,, the material is completely brittle.

Once again, it must be emphasized that the temperatures T, T,, and
T; used in this discussion are relevant to one strain rate only. At higher
strain rates, the molecules would have less time to adjust themselves to the
applied stress and the material would appear more rigid and brittle, and
thus all three transitions would occur at higher temperatures. This is
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particularly so for the glass-rubber transition region, where a material may
show elastomeric properties at low strain rates but be glassy at high strain
rates.

So far, we have explained the elastomeric properties of amorphous
polymers above their glass transition on the basis of the coiling and un-
coiling of segments of their molecular chains whose ends are held by
crosslinks or mechanical entanglements. Although this model gives a
qualitative explanation of many of their features, it is unable to explain a
number of important properties such as the increase in modulus with tem-
perature in the elastomeric state and the fact that an elastomer becomes
warmer, not cooler, when stretched adiabatically. All these features can,
however, be explained by the kinetic theory of rubber elasticity originally
proposed by Meyer® and since refined and extended considerably. A full
treatment of this topic may be found in Treloar’s text,!! while more ab-
breviated versions are given in many of the references cited at the beginning
of section 4.1.1. Detailed consideration of such theories would be out of
place in this volume; suffice it to say that during elastomeric deformation,
the changes in entropy caused by the increased order of the oriented mo-
lecular chains far outweigh the normal changes in internal energy and
dominate the thermodynamic functions which describe the deformation of
this material.

From a practical point of view, one important use of elastomeric
materials is in the form of seals, gaskets, and sealants. We have just seen
that the very existence of the elastomeric state depends fundamentally on
the relationship between the operating temperature and the glass transition
temperature, and the use of elastomers at cryogenic temperatures will be
considered further in section 4.1.2.2.

4.1.1.3 Crystalline Polymers. As we saw in Fig. 4.1, some polymers
are able to crystallize when they are cooled below their melting point 7,
and the amount of crystallization which occurs is highly dependent on the
chain structure of the material and the rate at which it is cooled through
this transition. For example, polyethylene has a simple, symmetrical chain
structure which is easy to crystallize, and it is virtually impossible to cool
it rapidly enough to prevent some crystallization, while some types of
nylon can be almost amorphous if quenched from the melt, but up to
about 80% crystalline if cooled slowly. Their mechanical properties vary
with the degree of crystallinity, highly crystalline polymers being rigid
but rather brittle, and low-crystallinity ones being less rigid but tougher.
As even small amounts of crystallinity cause the mechanical properties
of crystalline polymers to differ fundamentally from those in the amor-
phous state, it is meaningful to consider their mechanical properties
separately, but it should be remembered that most “crystalline” polymers
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Fig. 4.5. Structure of crystalline polymers: Fringe-micelle model of (a) randomly ori-
ented and (b) cold-drawn polymers, (c) single crystal of polyethylene (after Keller3);
(d) schematic representation of a polyethylene spherulite, (¢) proposed model of spherulite

are only partially crystalline, the remainder of the material being amor-
phous. One early representation of such a structure, known as the “fringed
micelle” model, is shown in Fig. 4.5(a). It assumes that each molecular
chain passes through a number of crystallites as well as through the amor-
phous region which separates adjacent crystallites. In the undeformed state,
the crystallites are randomly oriented as in Fig. 4.5(a), but when deformed,
they become oriented as in Fig. 4.5(b). Although able to explain many
of the properties of deformed polymers, this model is unable to account
for a number of their properties in the undrawn state. In particular, X-ray
diffraction studies* on single crystals of polyethylene grown from a xylene
solution showed them to be thin, diamond-shaped crystals (Fig. 4.5¢) in
which the polymer chains were folded back and forth in layers with a
uniform thickness of about 100 A. A similar structure is developed in the
“spherulites” (Fig. 4.5d) which are characteristic of polyethylene cooled
slowly from the melt. The folded chains are thought® to be arranged in
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growth (after Takayangi®®); (f) regular chain structure of polyethylene and (g) twisted
zigzag structure of polytetrafluoroethylene (after Bunn and Howells*).

lamellae which are separated by amorphous regions and which fan out
radially from the center of the spherulite (Fig. 4.5¢); typical spherulites
are of the order 1-100 g in diameter and a few 100 A thick.*

Finally, before leaving the crystal structure of polymers, it is worth
noting the difference between the chain structures of polyethylene and
polytetrafluoroethylene (PTFE), as this accounts for the distinctive mechani-
cal properties of PTFE over the wide temperature range from liquid-helium
temperature to its softening point of 330°C. The atomic arrangement of
the polyethylene chain is shown in Fig. 4.5(f) and it can be seen that the
hydrogen atoms line up one above each other to give the regular but rather
knobbly section shown. This allows adjacent chains to pack tightly to-
gether when the protuberances of one chain fit into the hollows of the
other, and in such an arrangement, the secondary intermolecular bonds

*One angstrom unit (A)=10~19m, 1 micron (£)=10—¢m.
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can be quite strong. When the material is cooled through its glass transition,
the chains bond tightly together to make it rigid but brittle. In contrast,
the larger size of the fluorine atoms makes it impossible for them to line
up above one another and, in order to achieve the most efficient packing,
each fluorine atom is twisted relative to the atom beneath it to give its
so-called “twisted zigzag” spiral chain illustrated in Fig. 4.5(g).* There
are 26 carbon atoms per full turn of the spiral and, when seen end on, the
chain has the almost circular cross-section shown. As a result, intermo-
lecular forces between adjacent fluorocarbon chains are very small and the
excellent high-temperature properties of PTFE are derived from the pack-
ing of the atoms in the chains themselves. From a low-temperature point-
of view, the low intermolecular forces are important because the material
does not undergo a marked change in properties as it cools through its
glass transition and it still retains a useful degree of flexibility and resili-
ence even down to liquid-helium temperatures. The properties of PTFE
will be considered further in sections 2.1.1.4, 4.1.2.2, and 4.1.2.6.
Returning now to the mechanical properties of crystalline polymers,
Fig. 4.6 shows typical thermomechanical curves for this type of material.
The solid curve (1) represents the crystalline condition of a material such as
isotactic polystyrene and it can be seen that there is only a small amount
of strain developed as it passes through its glass transition at 7, because
of the restraining influence which the crystallites exert on the deformation
of the amorphous regions. The strain developed during the thermome-
chanical test remains constant until the temperature reaches T,,, at which
point the crystallites melt. As curve (1) represents a polymer whose crys-
tallite melting point T, is higher than its viscofluid transition temperature
T/, the thermomechanical curve rises continuously above T,,. For other
polymers, the viscofluid transition temperature 7,/ can be higher than T,,,
and in this case, their thermomechanical curve (2) has a plateau charac-
teristic of the rubbery state between T, and T;”/. Now, if polystyrene is
quenched rapidly from the melt, it can be prepared in the amorphous con-
dition, and if a thermomechanical test is carried out on such a material,
curve (3) is obtained. On warming through the glass transition range, it
enters the rubbery state, as shown by the much larger strain developed.
For most polymers, the duration of the thermomechanical test is too short
to allow recrystallization to occur and hence the strain remains constant
until, at T/, it goes through its viscofluid transition. Finally, it should be
noted that the lower the crystallinity of the material, the greater will be
the deformation produced at temperatures between T, and T, and thus
curve (4) is representative of a material of relatively low crystallinity.
The changes of state detected by the thermomechanical curves can
also be correlated with the changes in modulus shown in Fig. 4.7 for
three types of polystyrene. For the crystalline condition, there is only a
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Fig. 4.6. Thermomechanical curves for various types of crystalline polymer (after
Kargin and Slonimsky3!).

Fig. 4.7. Temperature dependence of the reversible component of the elastic modulus
of polystyrene; the curve for crystalline isotactic polystyrene corresponds to thermome-
chanical curve (1) in Fig. 4.6 and that for amorphous atactic polystyrene to curve (3).

small change in modulus as it warms through the glass transition, this
being followed by a gradual decrease in modulus until it drops rapidly at
T, when the crystallites melt. For the crosslinked polystyrene, the modulus
decreases by over three orders of magnitude during the glass transition but
it remains relatively constant in the elastomeric region, only decreasing
again when the viscofluid transition (not shown) is reached. The amor-
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Fig. 4.8. Stress-strain curves for a typical crystalline polymer tested at temperatures
ranging from its melting point to below its glass transition.

phous material also shows a large decrease in modulus as it warms through
the glass transition and, with neither crystallites nor crosslinks to restrict
molecular flow, the modulus continues to fall with increasing rapidity as
the viscofluid transition T/ is reached. Thus, both crystallization and
crosslinking raise the upper working temperature of polystyrene by pre-
venting its excessive softening at lower temperatures.

In Fig. 4.8, a family of stress-strain curves is illustrated for a typical
highly crystalline polymer and, although at first sight they appear to have
the same form as the curves shown in Fig. 4.4, for an amorphous polymer,
the temperature ranges and mechanisms involved differ considerably. At
temperatures much below T, they are both completely brittle but, whereas
large amounts of forced rubbery deformation were possible at and below
T, in the amorphous polymer (curves 4 and 5 in Fig. 4.4), a highly crys-
talline polymer remains completely brittle up to 7,. Thus, for example,
amorphous polystyrene is capable of considerable forced rubbery extension
below 80°C, at which temperature it undergoes its glass-rubber transition,
while the crystalline variety of the same material is completely brittle
below this temperature and deformable above it. In Fig. 4.8 a yield point
is visible in curve (3), which is for a temperature just above T,, and as
the temperature is increased further, neck formation and cold-drawing
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take place (curve 4). At such temperatures, premature failure often occurs
at a flaw before the neck draws completely through the specimen, while at
higher temperatures (curves 5 and 6), cold-drawing goes to completion and
the applied stress increases at high strains because the chains themselves
are under load.

Thus, necking and cold-drawing take place in both crystalline and
amorphous polymers, but the microscopic mechanisms involved are differ-
ent. For crystalline polymers, it occurs by recrystallization of the chains
along the direction of the applied stress and it is believed that the effective
melting points of the crystallites oriented parallel to the stress are increased
by its action, while those unfavorably oriented are lowered, thus enabling
these elements to become unstable, meit, and then recrystallize in the
direction of the applied stress. The details of this process are, as yet, not
fully understood, but it has been shown that neither the degree of crystal-
linity nor the density of the material change during cold-drawing. Once
cold-drawn, the material is highly anisotropic, with both high strength and
high modulus occurring in the drawn direction in which the crystallites
are oriented. Furthermore, there is no recovery and molecular realignment
until the temperature approaches the melting point of the crystallites, and
thus the process of cold-drawing crystalline polymers can be used to
produce strong, uniaxially oriented fibers or biaxial films which retain
their strength to a relatively high temperature. The practical aspects of
the use of fibers and films at cryogenic temperatures will be reconsidered
in section 4.1.2.4 It should also be noted that molecular orientation and
the anisotropy it produces can occur as a result of molding or other pro-
cessing treatments and that this can often be detrimental and lead to
premature failure of the component.

Returning now to the stress-strain curves of Fig. 4.8, as the tempera-
ture approaches T,, (curves 7 and 8) more and more of the deformation is
recoverable on removal of the stress, while above T, , the material is a
viscous fluid. The stress-strain behavior of crystalline polymers may be
summarized as follows:

(1) The brittleness temperature 7, is approximately coincident with
the glass transition T,, although for low-crystallinity materials, T, may
be somewhat lower than T,.

(2) Cold-drawing takes place over the temperature range T, to T,
although again for low-crystallinity materials, it is possible for this process
to take place a little below T, due to the deformation of the amorphous
regions.

(3) Once cold-drawn, the strong, oriented structure is stable until
the temperature is increased toward the melting point T, .

(4) As noted earlier for amorphous polymers, the properti